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3 1. Free Electron Models

1 Free Electron Models

1.1 Introduction

In these notes, we investigate properties of solids. We would like to ask:

• What is the global ground state of the atoms? Is it a periodic crystal, and if so, what is the

crystal structure? Does it agree with the results of X-ray diffraction?

• Given the crystal structure, what are the properties of the solid? For example, can we calculate

the thermal and electrical conductivity, color, hardness, magnetic susceptibility, resistivity, etc.?

• Resistivity is an especially interesting quantity, since it can range over 30 orders of magnitude

between metals and insulators. Can we explain this dramatic difference in behavior?

In principle, we have a “theory of everything” for solids, given by the Hamiltonian

H = −
∑
j

ℏ2

2m
∇2

j −
∑
α

ℏ2

2Mα
∇2

α −
∑
j,α

Zαe
2

|ri −Rα|
+
∑
j<k

e2

|ri − rk|
+
∑
α<β

ZαZβe
2

|Rα −Rβ|

where capital letters/Greek indices denote lattice ions and lowercase letters/Latin indices denote

electrons. However, in a solid, with O(1023) nuclei and electrons, solving this Hamiltonian exactly is

infeasible. In fact, the situation is more like QCD than perturbative QFT. Couplings are generally

strong, and perturbation theory can fail. Instead, we must use better approximations.

• First, we can use adiabatic approximations. Since the electrons are much less massive than the

ions, the ions move very slowly, and we may treat their effect on the electrons adiabatically.

This yields the Born-Oppenheimer approximation.

• Second, we may use independent particle approximations. By neglecting electron-electron inter-

actions, we may approximate the behavior of the full N -body interacting system by considering

the behavior of a single electron.

• Third, we may use field theory methods. Suppose we can write the Hamiltonian in the form

H ′ = E0 +
∑
k

ϵ′kα
†
kαk + f(. . . , αk, . . . , α

†
k′ , . . .).

Then the low-lying degrees of freedom behave like independent harmonic oscillators. If f is

small, we can treat it perturbatively. This approach is useful because many properties of solids

only depend on the low-lying excitations.

• There will generally be two kinds of excitations: quasiparticles, or ‘dressed’ particles, that

resemble a single free particle, and ‘collective excitations’ which are due to many particles.

First, we’ll consider very basic ‘free electron’ models, which completely neglect interactions of

the electrons with the lattice ions; such an approach can only be a good approximation for metals.

Next, we reintroduce the lattice ions, leading to a discussion of band structure. Much later, we’ll

reintroduce interactions between electrons, leading to many body/field theory methods. We’ll

see that the structure of the Fermi sea tends to make interactions unimportant in some contexts,

retroactively justifying the neglect of interactions.
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1.2 Drude Theory

The Drude theory of metals, introduced in 1900, models a metal as a classical gas of electrons,

assumed to be the valence electrons of the atoms used to form the metal.

• We assume the electrons don’t interact with each other at all, the ‘independent electron ap-

proximation’. However, we will allow collisions with the lattice ions. We take the ‘free electron

approximation’, assuming that in between collisions, the electrons are completely free, with the

exception that the ions act as a ‘wall’ preventing the electrons from leaving the metal.

• We assume that collisions instantaneously randomize the velocity of an electron, so that its

mean final velocity is zero, and that they occur in a time dt with probability dt/τ , where τ is

the relaxation time.

• If we wanted to treat the collisions more carefully, we could choose the speed distribution after

a collision so that the electrons thermalize appropriately over time.

• It is difficult to calculate the collision rate τ−1. There are many contributions, including

scattering off impurities, phonons, and other electrons. One might estimate τ = 1/nσv where

σ is the cross section, but the cross section is infinite for the Coulomb fields of electron-electron

scattering; the collisions simply aren’t sharp as assumed by Drude theory. Instead, we take τ

as a phenomenological parameter.

Next, we consider the effects of static fields.

• Suppose the electrons experience an external force F and have average momentum ⟨p⟩. Then

d⟨p⟩
dt

= −⟨p⟩
τ

+ F

where the first term accounts for collisions. For simplicity we drop the brackets below.

• The average current density is given by

j = −nep
m

.

For a static electric field, we thus have

p = −eEτ, j = σE, σDC =
ne2τ

m
.

• Next, we consider the Hall effect. Suppose we apply an electric field Ex and a transverse

magnetic field Bz. Then the Lorentz force should deflect electrons in the y direction, causing a

buildup of charge on the side of the metal and creating a transverse field Ey.

• More formally, let E = ρj where ρ is the resistivity tensor. Again working in the steady state,

and restricting to a two-dimensional sample in the xy plane,

E =

(
1

ne
j×B+

m

ne2τ
j

)
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from which we read off ρ,

ρ =

(
m/ne2τ B/ne

−B/ne m/ne2τ

)
=

1

σDC

(
1 ωBτ

−ωBτ 1

)
where ωB = eB/m is the cyclotron frequency. Note that ρ had to be antisymmetric by rotational

invariance.

• We conventionally report the Hall coefficient

RH =
ρxy
B

=
1

ne
.

This is especially useful because τ , which depends on messy details, cancels out. Another useful

fact is that in practice, we measure transverse resistances, but

Rxy =
Vy
Ix

= −LEy

LJx
= −Ey

Jx
= ρxy

so this is equivalent to a measurement of RH . Note this is particular to two-dimensional samples.

• Finally, it is sometimes useful to know the conductivity,

σ =
σDC

1 + ω2
Bτ

2

(
1 −ωBT

ωBτ 1

)
.

• Strikingly, the Hall coefficient depends on the sign of the charge carriers, so it can be used to

show that charge carriers have negative charge. But even more strikingly, this fails! The Hall

coefficient is measured to have the opposite of the expected sign in some common materials,

such as Be and Mg. It is also measured to be anisotropic. These results will be explained by

crystal and band structure below.

• In practice, the Hall effect can be used in reverse to detect magnetic fields, using a Hall sensor.

To make the measured voltages large, Hall sensors use materials with a low density of electrons,

such as semiconductors. Drude theory works very well for semiconductors.

Next, we consider AC fields.

• We consider an electric field with frequency ω, so

dp

dt
= −p

τ
− eE0e

−iωt.

The momentum is also sinusoidal, and we find the frequency-dependent conductivity

σ(ω) =
σDC

1− iωτ
, j(ω) = σ(ω)E(ω).

Note that this is only sensible if λ≫ ℓ where ℓ is the mean free path, since we’ve neglected the

spatial variation of the field.
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• It is useful to consider the limit τ → ∞. Naively we would have

lim
τ→∞

σ(ω) = − ne2

iωm

but the real part requires a bit more care. We have

Reσ(ω) =
ne2

m

τ

1 + ω2τ2

which is a Lorentzian with width 1/τ and total area πne2/m. Hence we have

lim
τ→∞

σ(ω) =
πnse

2

me
δ(ω)− ne2

iωm
.

This indicates that j and E are 90◦ out of phase except for DC fields, where they are in phase.

• Now suppose we pass an electromagnetic wave through the material. It can be shown that the

dielectric constant is related to the conductivity by

ϵ(ω) = 1 +
4πi

ω
σ(ω).

At low frequencies, the imaginary part of ϵ yields an exponential damping, corresponding to

absorption of light. For high frequencies, we have

ϵ(ω) ≈ 1−
ω2
p

ω2
, ω2

p =
4πne2

m

where ωp is called the plasma frequency, and is notably independent of τ . In this regime, the

metal is transparent. For intermediate frequencies, ϵ has a negative real part, which means

there are only evanescent waves, so the metal is reflective.

• In the more realistic Lorentz oscillator model, we account for the lattice ions by putting every

charge carrier on a spring, and replace the collisions with a damping term. At low frequencies,

light is transmitted, because the spring suppresses the charges’ response. At the resonant

frequency ω0 of the spring, we get strong absorption, while for higher frequencies we find the

same features as above, since the spring won’t matter.

• We can also consider an AC electric field in the presence of a transverse DC magnetic field. One

finds that the conductivity sharply peaks when ω = eB/m, diverging in the limit τ → 0. This

is called the cyclotron resonance; a large current is built up by resonance with the cyclotron

frequency. The cyclotron resonance may be used to measure m, and it is generally found that

m ̸= me, another consequence of band structure.

Finally, we turn to the thermal conductivity.

• The thermal conductivity is defined as

jq = κ∇T

where jq is the heat current. We may calculate it crudely for gases using kinetic theory.
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• In one dimension, suppose that particles have a typical velocity v and move a distance τ before

being scattered. If the energy per particle is E(T (x)), then

jq ∼ nv

2
(E(T (x− vτ))− E(T (x+ vτ))) = −nv2τ dE

dT

dT

dx
.

Here dE/dT = cv is the heat capacity per particle, so

κ =
⟨v2⟩
3
ncvτ

where we divided by three to account for the three spatial dimensions.

• Next, using the standard results

1

2
m⟨v2⟩ = 3

2
kBT, cv =

3

2
kBT

we conclude that

κ =
3

2

nτk2BT

m
.

This still depends on the unknown parameter τ , but it cancels out in the ratio

L =
κ

σT
=

3

2

k2B
e2

called the Lorenz number.

• TheWiedemann-Franz law states thatL is approximately constant and temperature-independent

across many metals. In the Drude model, the entire analysis above carries over for metals with-

out any change, so it explains the law.

• The derivation above is off by constant factors. More seriously, it doesn’t account for the fact

that electrons are fermions, which makes cv much smaller than expected and v much higher

than expected. Luckily, both of these errors mostly cancel.

• To see this more sharply, we can consider the thermoelectric effect, which is the fact that an

electrical current also transports heat,

jq = Πj.

To understand this classically, note that in regions of lower temperature, the typical velocities

are lower; in the Drude model this appears in the speed distribution after scattering. Hence

electrons pile up in regions of lower temperature, producing a gradient of electric potential

alongside a gradient of temperature. On the quantum level, the change in temperature instead

changes the Fermi level, providing the imbalance of electrons.

• Various aspects of the thermoelectric effect are called the Peltier, Seebeck, and Thomson effects.

They may be used for refrigeration devices.

• Since both jq and j are proportional to v, it cancels to yield

Π = −cvT
3e

= −kBT
2e

.

However, this prediction is off by a factor of 100, and has the wrong sign in some metals.
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1.3 Sommerfeld Theory

Sommerfeld theory fixes some of the problems of Drude theory by replacing its Maxwell-Boltzmann

distribution with a Fermi-Dirac distribution.

• Considering a box of volume V with N electrons at zero temperature, we have

N = 2V

∫ kF

d̄k

where kF is the Fermi wavevector and the 2 accounts for the two spin states of the electron.

For convenience we define the Fermi energy, temperature, momentum, and velocity by

EF =
ℏ2k2F
2m

, TF =
EF

kB
, pF = ℏkF , vF =

ℏkF
m

.

• Performing the integral, we find

kF = (3π2n)1/3.

Numerically, for a typical metal, this implies

EF ∼ 10 eV, TF ∼ 105K, vF ∼ c

100
.

We see T ≪ TF is always true for metals, since they melt at a far lower temperature.

• It is also useful to define the density of states per unit volume,

g(E) =
m3/2

π2ℏ3
√
2E =

3n

2

√
E

E3
F

so that at finite temperatures,

E

V
=

∫
dE

Eg(E)

1 + eβ(E−µ)
,

N

V
=

∫
dE

g(E)

1 + eβ(E−µ)

• Sommerfeld theory correctly predicts the electronic heat capacity, as

E(T )− E(T = 0) ∼ V g(EF )(kBT )
2, C ∼ (NkB)

T

TF
.

Hence the heat capacity is linear in the temperature, and smaller than the Drude result by a

factor of T/TF . This may be measured at low temperatures, where the T 3 phonon contribution,

which is typically much larger, is negligible.

• Using this result gives a reasonable result for Π. As for the Wiedemann-Franz law, we note

that ⟨v2⟩ is larger than in the Drude model by a factor of T/TF , which is why the Drude result

is approximately right.

• Sommerfeld theory also explains Pauli paramagnetism. Upon turning on a magnetic field, the

Fermi surfaces for spin up and spin down electrons shift in/out by energy µBB, which gives

M = g(EF )µ
2
BB

which is on the right order of magnitude, though again the sign is occasionally wrong.
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Next, we reflect on the successes and failures of these models.

• Some quantities calculated in the Drude model, such as RH , are on the right order of magnitude

without Sommerfeld theory. At the simplest level, this is simply because they don’t depend

directly on v. At a deeper level, it’s because they only require the equation of motion

dp

dt
= −p

τ
+ F

and in the context of Sommerfeld theory, we can take p to be the mean momentum of the entire

Fermi sea!

• In this context, collisions are quite violent, since they require going from one end of the Fermi

sea to the other. In practice, such a process may be composed of many small scattering events

which move an electron around the Fermi sea.

• Neither Drude nor Sommerfeld theory cannot account for the number of conduction electrons,

and hence cannot describe nonmetals. Similarly, they cannot account for the occasionally

opposite sign or modified mass of the charge carriers. Both are resolved by band structure.

• Unlike the predictions of free electron theory, the DC conductivity can be temperature-dependent

and anisotropic. Moreover, the frequency dependence of the AC conductivity and hence the

optical spectrum is much more complicated than predicted.

• Thermodynamic properties such as the specific heat and equation of state are far off; the lattice

ions and electron-electron interactions are important here.

• Free electron theories cannot account for permanent magnetism, which crucially depends on

interactions. Moreover, they can’t explain why interactions can be ignored, since the Coulomb

interaction energies are very large, on the order of the Fermi energy. The resolution is provided

by Landau Fermi liquid theory.
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2 Crystal Structure

2.1 Bloch’s Theorem

We now refine our theory of solids by accounting for the ionic lattice, which produces bands of

allowed and forbidden energy. For simplicity, we first show the physical effects in one dimension.

• Consider an electron in a periodic potential U of period a. The translation operator T (a) thus

commutes with the Hamiltonian, so they may be simultaneously diagonalized. The energy

eigenfunctions hence take the form

ψ(x) = uk(x)e
ikx, uk(x+ a) = uk(x).

This result is called Bloch’s theorem, the eigenfunctions are called Bloch waves, and k is called

the crystal momentum; note that it is only defined up to factors of 2π/a.

• Conventionally, we take the crystal momenta to lie in the first Brillouin zone [−π/a, π/a]. The
crystal momenta are ambiguous by k → k+G, where the reciprocal lattice G contains elements

of the form 2πn/a.

• For a crystal of finite size, say with N lattice ions, the values of k are also quantized. There

are N allowed values of k within the Brillouin zone.

• For each value of k, the function uk(x) obeys a Schrodinger equation with periodic boundary

conditions. Hence there are really multiple solutions, with quantized energy. In the limit

N → ∞, the energy levels fill out “bands” of allowed and forbidden energy.

• Since the potential is periodic, its Fourier transform has support on the reciprocal lattice

U(x) =
∑
G

UGe
iGx

and since U(x) is real, U∗
G = U−G. Plugging in the Fourier transform

ψ(x) =
∑
k

C(k)eikx, k =
2πn

L

the Schrodinger equation becomes∑
k

k2

2m
C(k)eikx +

∑
G,k′

UGe
iGxC(k′)eik

′x = E
∑
k

C(k)eikx.

Setting k′ = k −G and setting the eikx Fourier coefficient to zero,(
k2

2m
− E

)
C(k) +

∑
G

UGC(k −G) = 0.

• This result gives us a better understanding of Bloch’s theorem. We see that scattering off the

lattice can only exchange momenta in the reciprocal lattice. Therefore, every stationary state

can be built out of a linear combination of plane waves whose momenta differ by reciprocal

lattice vectors.
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• The result above is not unfamiliar. An electron in an external field eiωt may absorb energy

from the field in multiples of ℏω, so its energy is only conserved up to multiples of ℏω. The

lattice ions simply do the same with spatial variation.

• The crystal momentum is not the momentum of the electron. If an electron has crystal

momentum k, it has Fourier components at all k + G. However, crystal momentum behaves

somewhat like momentum. If a phonon carries crystal momentum q, then in an electron-phonon

interaction k + q is conserved, where again this quantity is only defined up to multiples of G.

These multiples of G correspond to momentum being transferred to the lattice ions as a whole.

• Conceptually, momentum is the conserved quantity associated with spatial translations, while

crystal momentum is the conserved quantity (up to G) associated with translation of excitations

within a medium; this is more generally called pseudomomentum. In other words, the difference

is between translating the crystal and everything in it, and translating the phonon within the

crystal.

• A particle that interacts weakly with the crystal, such as an X-ray photon, has equal momentum

and crystal momentum. However, a phonon with definite crystal momentum has precisely zero

momentum, because the only Fourier component with any momentum is the k = 0 component.

Hence when an X-ray photon scatters off a phonon, we can conclude momentum is transferred,

but it is not given to the phonon but instead to the lattice as a whole.

• This remains true even if we account for momentum uncertainties. Suppose the phonon and

scattered photon are both reasonably well-localized. Then the lattice configuration after the

scattering is the superposition of wavepackets peaked near wavenumbers 0 and some k ̸= 0.

However, since phonons generically have nontrivial dispersion, these wavepackets separate

quickly, so it is not reasonable to attribute the momentum to the phonon.

• In the theory of liquids, one often works in an approximation where the dispersion is linear. In

that case the wavepackets don’t separate, so one may attribute momentum to phonons.

Note. To understand the appearance of band gaps, we can use the “nearly free electron model”.

Starting from free electrons with a continuous spectrum ω = k2/2m, turning on the potential splits

up the spectrum. Small band gaps appear because of the general phenomenon of level repulsion.

More explicitly, suppose the potential is U(x) = U0 cos(2πx/a), and consider the initially degenerate

states e±ikπ/a. The new eigenstates are cosines and sines, and their probability accumulates either

close to, or far away from the atoms. These represent bonding and antibonding states.
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Note. To understand the appearance of bands, we can use the “tight binding model”. We begin with

electrons tightly bound to each lattice ion. Then we have discrete atomic energy levels. Allowing

the electrons to ‘hop’ between the atoms broadens these levels into small bands.

Example. The Kronig-Penney model is a simple model of a solid, where we choose the potential

to be periodic and stepwise constant. More specifically, the ‘unit cell’ for the potential is

V (x) =

{
0 −w ≤ x ≤ 0

V0 0 ≤ x ≤ b

We assume that N → ∞, so we don’t have to worry about the periodic boundary conditions. The

period is a = w + b. The solutions in these two regions, assuming E < V0, are

ψI(x) = Aeiqx +Be−iqx, q(E) =
√
2mE

and

ψII(x) = Ceβx +De−βx, β(E) =
√
2m(V0 − E).

The first two conditions are continuity of the wavefunction and its derivative,

ψI(0) = ψII(0), ψ′
I(0) = ψ′

II(0).

We also have the same conditions at x = −w and x = b, up to the Bloch phase factor eika,

ψII(b) = eikaψI(−w), ψ′
II(b) = eikaψ′

I(−w).

We find four linear equations for the coefficients A, B, C, and D. Since zero is a solution, the only

way to get a nontrivial solution is if the determinant of the matrix of coefficients is zero. Evaluating

this condition, we find

β2 − q2

2qβ
sinhβb sin qw + coshβb cos qw = cos ka.

As a further simplification, we may narrow the potentials to delta functions, taking b → 0 while

V0b is held constant; this gives

P
sin qa

qa
+ cos qa = cos ka, P = mV0ba.

As a function of qa, the left-hand side interpolates between sinc-like and cos-like. We only have a

solution for k if the left-hand side is between −1 and 1. Therefore we find bands separated by gaps

in q (and hence in E), as expected. For high q, the separation between the bands decreases, as the

effect of the potential becomes relatively weaker. This result is shown below.
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2.2 Bravais Lattices

We now investigate 3D crystal structure in detail.

• A three-dimensional Bravais lattice is the set of all points of the form

R = n1a1 + n2a2 + n3a3

where the ai are linearly independent and the ni are integers. Alternatively, a Bravais lattice is

a set of discrete points that looks exactly the same from every point, or a set of vectors closed

under addition.

• We say the ai are primitive lattice vectors and they generate/span the lattice. Note that

primitive vectors are not unique; different equivalent sets of primitive vectors are related by

matrices A with integer entries and unit determinant.

• The coordination number of a Bravais lattice is the number of nearest neighbors of each point.

• A unit cell is a pattern that, when translated by a sublattice of a Bravais lattice, tiles the space

perfectly. A primitive unit cell does the same when translated by any vector in the lattice.

Primitive unit cells are far from unique, but all have the same volume, since they contain one

lattice point each.

• One example of a primitive unit cell is the set

{r = x1a1 + x2a2 + x3a3 | 0 ≤ xi ≤ 1}.

However, note that this will often be less rotationally symmetric than the lattice as a whole. A

non-primitive ‘conventional’ unit cell is often picked to have the full symmetry of the lattice.

• The Wigner-Seitz cell about a lattice point is the set of points that are closer to that point

than to any other point; it is a special case of a Voronoi cell. The cells are all identical by the

definition of a Bravais lattices, so the Wigner-Seitz cell is indeed a primitive cell.

• Geometrically, the Wigner-Seitz cell may be constructed by drawing the planes of equidistant

points between our chosen point and each other point in the lattice. It can be shown that the

Wigner-Seitz cell has the same symmetries as the lattice.

• For a real crystal, the Bravais lattice only reflects the underlying translational symmetry, but

we must also specify the positions of the atoms with respect to a unit cell; such a description

with respect is called a basis.

Example. The honeycomb lattice of graphene is not a Bravais lattice, since the lattice does not

look the same from any two neighboring points, but it is a Bravais lattice with a basis.
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The underlying Bravais lattice is called a hexagonal, or triangular lattice. If the primitive vectors

are a1 and a2, the basis is {(1/3)(a1 + a2), (2/3)(a1 + a2)}.

Example. A simple cubic lattice has primitive vectors x̂, ŷ, and ẑ. A body-centered cubic (bcc)

lattice is the same, but adds an extra point in the center of each of the cubes.

This is a Bravais lattice, since every point is surrounded by 8 neighbors in a cubic arrangement.

One set of primitive vectors is

a1 = x̂, a2 = ŷ, a3 =
1

2
(x̂+ ŷ + ẑ).

Next, the face-centered cubic lattice (fcc) is obtained by adding a point to the center of each face

of the simple cubic lattice. Its conventional unit cell is shown below.

To see this is a Bravais lattice, note that from the perspective of each of the new points, the old

points are the ones in the centers of the faces. A set of primitive vectors is

a1 =
1

2
(ŷ + ẑ), a2 =

1

2
(ẑ + x̂), a3 =

1

2
(x̂+ ŷ).

Both the bcc and fcc lattices are very common in nature, much more so than the simple cubic

lattice, because they pack the atoms closer together.

Example. The Wigner-Seitz cells for the bcc and fcc lattices are shown below.
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Note that the surrounding cell for the fcc lattice is not the conventional unit cell for the fcc lattice,

which we have shown previously; instead, it is translated to center the Wigner-Seitz cell. In this

picture the atoms are at the midpoints of the sides of the surrounding cube.

Example. Every Bravais lattice is trivially a lattice with a one-point basis. In addition, the bcc

and fcc lattices may be described by a cubic conventional cell with the bases

bcc:

{
0,

1

2
(x̂+ ŷ + ẑ)

}
, fcc:

{
0,

1

2
(x̂+ ŷ),

1

2
(ŷ + ẑ),

1

2
(ẑ + x̂)

}
.

From now on, we simply use the word ‘lattice’ to refer to a Bravais lattice or a lattice with a basis.

Example. Salt (sodium chloride) has a simple cubic structure with sodium and chloride atoms in

a checkerboard pattern. Then the lattice is fcc with a two-point basis, 0 and (x̂+ ŷ + ẑ)/2.

Example. The diamond lattice also has the form of two interpenetrating fcc lattices.

Its two-point basis is 0 and (x̂+ ŷ + ẑ)/4. Silicon and germanium also crystallize in this form.

Example. Sphere packing. In three dimensions, there are several ways to get the densest possible

packing of identical spheres. To start, note that the densest packing for a single layer has six spheres

around each sphere, as shown below.

Write the first layer of spheres as A. There are two different ways to stack a second layer of

spheres on top, written as B and C in the figure. Then we can form a close packed structure by

taking any string of A’s, B’s, and C’s where no two adjacent letters are identical.

For example, the pattern AB is formed by two interspersed simple hexagonal Bravais lattices,

shown at left below; each of these lattices has horizontal side length a and height c, where c =
√

8/3a.

This is called the hexagonal close packed (hcp) structure. The hcp structure is not a Bravais lattice,

but it is very common in real materials.
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The next simplest pattern is ABC, shown at right above, which turns out to simply be the fcc

lattice viewed at an angle. Some rare earth metals also close-pack in the structure ABAC.

We now consider symmetries of Bravais lattices beyond translations.

• The space group of a Bravais lattice is the group of isometries that takes the lattice to itself.

These include translations, reflections, and inversions.

• Consider some isometry S that takes 0 to R. Now, translation by −R must also be a symmetry,

since the lattice is Bravais, so T−RS is a symmetry/isometry that fixes the point at the origin.

Similarly, all isometries of a Bravais lattice may be factored in this way.

Note that this argument fails if the lattice if not a Bravais lattice; for instance, we may have

glide-reflections, which cannot be translated away.

• The set of isometries that fix a given point form the point group. We will show that there are

seven distinct point groups, yielding seven ‘crystal systems’. Considering the full space group,

we will find that there are fourteen distinct possible space groups/Bravais lattices.

When we say space groups are the same, we mean they are obtainable from each other by

continuous lattice deformations without losing or gaining any symmetries.

• More formally, we say a space group is symmorphic if it is the direct product of a point group

and a translation group. All space groups of Bravais lattices are symmorphic, but only a small

fraction of crystal structures (lattices with bases) are, due to glide-rotations (screw axes) and

glide-reflections (glide planes).

We now enumerate the seven crystal systems and fourteen Bravais lattices.

1. Cubic. The point group is the symmetry group of the cube. There are simple, body-centered,

and face-centered cubic lattices.

2. Tetragonal. We stretch the cube so that the c-axis is a different length than the rest. We

find a simple and a centered tetragonal lattice. There is no distinction between the body-

centered and face-centered tetragonal lattices, because they can be converted into each other

by redefining the unit cell.

3. Orthorhombic. We further stretch the cube so all sides are different lengths. There are simple,

body-centered, face-centered, and base-centered orthorhombic lattices.

4. Monoclinic. We distort angles so that square faces become parallelograms.
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5. Triclinic. We further distort angles so there are no right angles.

6. Trigonal. This is obtained by stretching a cube along a space diagonal. It is generated by

three primitive vectors of equal length, that make equal angles with one another.

7. Hexagonal. This is unrelated to the cubic lattices. The lattice is made up of hexagonal prisms.

Next, we can consider general crystal structures. In this case, there are 32 point groups, called the

crystallographic point groups, and 230 space groups.

• Our previous Bravais lattices were effectively lattices with bases, where the bases had complete

spherical symmetry. In a general crystal structure, the basis may have lesser symmetry, so we

obtain the 32 point groups by removing parts of the original point groups.

• For example, the cubic crystal system has full octahedral symmetry, giving a symmetry group

with 48 elements. However, there are four other cubic point groups, which have 12, 24, 24, and

24 elements. (We call these point groups cubic, because the full cubic symmetry is the smallest

group they fit into.)

• The Schoenflies notation labels crystallographic point groups by the group generators. These

can include n-fold rotations (with n = 2, 3, 4, 6 by the crystallographic restriction), reflections,

inversions, and rotation-reflections and rotation-inversions. 73 of the 230 space groups are

symmorphic, while the rest are not.

• There is a subtlety here: a crystal without cubic symmetry but with a cubic lattice does not

count as cubic. This is because there is no reason for the lattice to be cubic; it is an “accidental”

symmetry and closer measurement would show that the lattice was not perfectly cubic.

2.3 The Reciprocal Lattice

We now define the reciprocal lattice, which will be useful for analyzing diffraction.

• Given a Bravais lattice, a point G is in the reciprocal lattice if

eiG·R = 1

for all points R in the direct lattice. The reciprocal lattice is a Bravais lattice, and by the

symmetry of the definition, taking the reciprocal lattice twice recovers the original/direct lattice.

• Equivalently, the reciprocal lattice has lattice vectors bi where

ai · bj = 2πδij .

To show the bi span the reciprocal lattice, note that for a point
∑

imibi in the reciprocal

lattice, we require
∑

imini to be integral for all integers ni. This holds precisely when the mi

are integers.

• Explicitly, we have

b1 =
2πa2 × a3

V
, V = a1 · (a2 × a3)

where V is the volume of a primitive cell of the direct lattice, and the rest are defined cyclically.

The volume of a primitive cell in the reciprocal lattice is hence (2π)3/V . Note that the vectors

in the reciprocal lattice are really dual vectors, so they have dimensions of inverse length.
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• The reciprocal lattice has the same rotational symmetries as the direct lattice. To see this,

note that if bj satisfies the relation ai · bj = 2πδij , then b′
j = R−1

g bj satisfies the same relation

with the rotated vectors a′i = Rgai. If Rg is a symmetry of the direct lattice, then ai and a′i
generate the same direct lattice, so bi and b′

i generate the same reciprocal lattice, and R−1
g is

a symmetry of the reciprocal lattice.

• Another interpretation of the reciprocal lattice is that it is the Fourier transform of the direct

lattice. More specifically, we have the Fourier pairs

ρ(r) =
∑
R

δ(r−R), ρ̃(k) =
∑
R

eik·R =
1

V

∑
G

/δ(k−G)

where the R are in the direct lattice and the G are in the reciprocal lattice.

• For a general periodic structure, we consider the Fourier transform of a periodic function ρ(r)

with the translational symmetry of the direct lattice, ρ(r) = ρ(r+R). Then by similar reasoning,

ρ̃(k) =
1

V

∑
G

/δ(k−G)S(k), S(k) =

∫
V
dx eik·xρ(x)

where S(k) is integrated over a unit cell and is called the structure factor.

• In practice, we often let the ai span a conventional unit cell, which means the bi will generate a

lattice that contains the reciprocal lattice as a sublattice. For example, for a face-centered cubic

lattice we typically use the conventional unit cell because the ai and bi are then orthogonal.

Example. The reciprocal of a simple cubic lattice is another simple cubic lattice, and the reciprocal

of a fcc lattice is a bcc lattice.

Next, we construct some quantities derived from the reciprocal lattice.

• A Brillouin zone is any primitive cell of the reciprocal lattice. Like in the one-dimensional case,

a Brillouin zone contains all physically distinct values of crystal momentum.

• The Wigner-Seitz primitive cell of the reciprocal lattice is called the first Brillouin zone. The

nth Brillouin zone is the set of points for which the origin is the nth closest lattice point.

• To construct the nth Brillouin zone, draw the set of all perpendicular bisectors between reciprocal

lattice points. Then the nth Brillouin zone is the set of points that require at least n−1 crossings

but not n crossings to reach from the origin.

• The physical interpretation of the Brillouin zone remains the same: for a crystal with N sites,

the (first) Brillouin zone contains N allowed momenta. Moreover, each higher Brillouin zone

also contains N allowed momenta. Hence all Brillouin zones have the same volume.

• A lattice plane is any plane containing at least three noncollinear Bravais lattice points. A

family of lattice planes is a set of parallel, equally spaced lattice planes, which contain all points

in the Bravais lattice.
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• Every family of lattice planes corresponds to a vector in the reciprocal lattice perpendicular to

each plane, with length 2π/d where d is the plane separation. This follows directly from the

definition of the reciprocal lattice. For example, suppose we have a family of lattice planes with

unit normal n̂ and separation d. Then the vector 2πn̂/d is in the reciprocal lattice by definition,

since it takes the same value within each plane, and also the same value between each plane.

• We may this to specify lattice planes using reciprocal lattice vectors. We say that a lattice

plane has Miller indices (hkl) if the resulting reciprocal lattice vector is

hb1 + kb2 + lb3.

By construction, h, k, and l have no common factors. Note that the Miller indices depend on

the choice of reciprocal lattice basis.

• Bravais’ law states that crystals cleave most readily along lattice planes that maximize the

distance to adjacent lattice planes. These correspond to families of lattice planes with small

Miller indices.

2.4 X-ray Diffraction

We can probe the structure of the reciprocal lattice using diffraction of photons; the photons with

wavelengths on the order of the atomic spacing are in the X-ray range. Experimentally, we find

sharp diffraction peaks at locations corresponding to reciprocal lattice vectors.

• We assume that scattering is elastic; this is true for the majority of the radiation. The basic

equation is Fermi’s golden rule,

Γ(k′,k) =
2π

ℏ
|⟨k′|V |k⟩|2δ(Ek′ − Ek)

which gives the rate of scattering from momentum k to k′, and V is the potential the photons

experience.

• We assume that the lattice ions contribute to the potential independently, which implies that

the potential has the periodicity of the lattice. Then

k− k′ = G

for G in the reciprocal lattice; this is the Laue condition. The momentum the photon loses is

gained by the crystal; this does not cost any energy in the limit of infinite crystal mass.

• Alternatively, we can consider how the scattering happens in detail. Consider a family of lattice

planes with separation d, and let θ be the angle of incidence. Then assuming specular reflection

off of every plane, demanding that the reflected waves interfere constructively gives

nλ = 2d sin θ.
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This is the Bragg condition.

• These two conditions are equivalent. Starting from the Laue condition,

2π

λ
(k̂− k̂′) = G

and dotting both sides with Ĝ gives

2π

λ
(2 sin θ) = |G|

where θ is the angle of k to a lattice plane in a family of lattice planes. The separation d

between the planes obeys |G| = 2πn/d, giving the Bragg condition. The two conditions both

say scattering must be in phase; the Bragg condition simply sums over planes first.

• As we’ve seen, Ṽ (k) has delta peaks at the reciprocal lattice vectors times a structure factor

S(k) =

∫
V
dx eik·xV (x)

where the integral is over a unit cell. The most important factor here typically comes from the

basis, if there is one, though for larger k the structure of the individual atoms is also important.

Note. The assumption that the lattice ions contribute independently is actually specific to solid

state physics, and essentially assumes they fluctuate independently. For example, if a crystal lattice

has ions at ri, consider a superposition of having ions at ri + a for any a in the unit cell; this is

the opposite limit of perfectly correlated fluctuations. The expected density is perfectly uniform,

but this doesn’t mean there is no scattering: each component of the superposition contributes just

like the original lattice does. This is an unrealistic situation, but it is a toy picture of a liquid

with strong interactions, which force the spacing to be locally uniform, but which doesn’t break

translational symmetry as a whole. It can be fixed by using V ∼ ρ†ρ as the potential instead, then

not squaring the final result. (We use ρ here and then square the result, because ρ̃ also serves as

an order parameter for the translational symmetry breaking.)

Next we make some qualitative remarks on scattering.

• For X-ray photons, the scattering potential is effectively the electron density. This may be

derived from quantum field theory, specifically nonrelativistic QED, as shown here. In general

we also pick up structure factors from both the unit cell structure and the shape of the orbitals,

called atomic form factors.

• The total amount of scattering from an atom is roughly proportional to the number of electrons.

Hence X-ray diffraction patterns can look quite complicated, and have trouble distinguishing

light atoms.

• Scattering can also be done with neutrons. Here the potential is sourced by the atomic nuclei.

The nuclear form factors are negligible, since the nuclei are very small, and the strength of

scattering varies erratically with the atomic number, so that even light nuclei can be easily

identified and distinguished.

• A more recent approach is electron diffraction crystallography, which has been used to determine

the structure of some very complicated biological structures.

https://physics.stackexchange.com/questions/424695/whats-the-effective-potential-for-photons-in-x-ray-diffraction
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• There are many corrections we haven’t discussed above. One of the most important is the

Lorentz polarization correction, which gives an extra angular dependence to the scattering

intensity, computed by accounting for the polarization of the X-rays. There are also Debye-

Waller factors that reduce the scattering intensity due to the thermal motion of the crystal.

• Diffraction techniques can also be used to investigate amorphous solids or liquids; this works

because they have short-range order, so the diffraction peaks still exist, though they are broad-

ened.

• We may also consider inelastic scattering, where the incident wave excites an internal degree of

freedom. In such processes, the energy and crystal momentum are conserved, allowing one to

determine the dispersion relation of the internal excitation.

• For example, neutron scattering is often used to determine phonon dispersion relations. This

is easier than using X-ray scattering, because the speed of light is very large, and hence the

wavenumbers k of the X-rays can only change by a small amount for a given energy transfer.

Example. Consider a bcc lattice, as a simple cubic lattice with basis. Then the structure factor is

SG = 1 + exp(−iG · (a/2)(x̂+ ŷ + ẑ)).

Plugging in G =
∑
vibi, where the bi are the reciprocal lattice vectors of the simple cubic lattice,

SG = 1 + (−1)
∑

vi .

Therefore, the form factor is nonzero if
∑
vi is even; this phenomenon is called a “systematic

absence”, and would hold even if there were a nontrivial unit cell. It is simply the statement that

the reciprocal lattice is fcc.

Example. Let’s repeat the exercise with the fcc lattice. Then the structure factor is

SG = 1 + exp(−iG · (a/2)(x̂+ ŷ)) + exp(−iG · (a/2)(ŷ + ẑ)) + exp(−iG · (a/2)(ẑ + x̂)).

which yields

SG = 1 + (−1)vx+vy + (−1)vy+vz + (−1)vz+vx .

This is nonzero if the vi are all even or all odd, giving a bcc lattice as expected.

Now we consider experimental techniques for observing X-ray diffraction.

• The main issue is that, since the incoming momentum must lie on a Bragg plane, and these planes

do not fill space, we generically get no strong scattering at all if we send in a monochromatic

plane wave.

• To see this more generally, we can use the Ewald construction. For an incoming plane wave

with wavevector k, draw a sphere of radius k centered at its tip, called the Ewald sphere. Then

we observe a diffraction peak if a reciprocal lattice vector lies on this sphere.

• In the Laue method, we send in a range of incoming wavelengths, giving the Ewald sphere

nonzero thickness.

• In the rotating crystal method, we continuously rotate the crystal. Reciprocal lattice points

rotate with it, intersecting the Ewald sphere at some points.
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• Both of these methods rely on the ability to make a large crystal of a material. In the powder,

or Debye-Scherrer method, we diffract the beam through a powder whose grains are randomly

oriented, giving a similar result to the rotating crystal method. Alternatively, we may use a

‘bad sample’ with crystal grains pointing in all directions.

• A typical lab produces X-rays by accelerating electrons to hit a metal target. This produces a

continuous spectrum of X-ray radiation from Bremsstrahlung, as well as a discrete spectrum from

X-ray fluorescence, when the electrons eject electrons from low-lying orbitals, and electrons

from higher-lying orbitals fall in to replace them. Usually, the X-rays are detected using

semiconductor devices.

• Higher intensity X-ray sources are provided by large facilities called synchrotron light sources,

where electrons are accelerated in circles at GeV energies. They emit highly collimated syn-

chrotron radiation in the X-ray range.

• Neutron diffraction is only practical at large facilities. In the past, byproduct neutrons from

nuclear reactors were used. Modern facilities use the technique of spallation, where protons

are accelerated into a target and neutrons are emitted. There are many methods to detect the

outgoing neutrons, though they all involve interactions with nuclei.

• Also note that a continuous spectrum can be converted into a discrete spectrum by diffraction

from a known crystal. In the case of neutrons, one can also use time of flight.
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3 Band Structure

3.1 Bloch Electrons

In three dimensions, Bloch’s theorem states

ψn,k(r) = eik·run,k(r)

where n indexes the band, k is the crystal momentum, and un,k is periodic,

un,k(r+ a) = un,k(r)

for a in the Bravais lattice. As before, the volume of k-space per allowed value of k is (2π)3/V ,

where V is the total crystal volume, equal to N times the volume of a primitive cell. We now

consider the dynamics of Bloch electrons in one dimension.

• Let p̂ denote momentum (i.e. the operator −iℏ∇) and let k be the crystal momentum. Consider

a wavepacket built out of exp(i(kx− ω(k)t)) waves. Then

vp =
ω

k
, vg =

dω

dk
.

Now, for a free particle we define the velocity operator v̂ = p̂/m. Using the dispersion relation,

we find ⟨v̂⟩ = vg. This makes physical sense, because the quantum velocity operator should

measure probability flux, and vg does the same.

• More generally, in the spirit of canonical quantization, the velocity operator must be defined

by the equation v = ∂H/∂p in Hamiltonian mechanics. That is,

v̂ =
∂H

∂p

∣∣∣∣
x→x̂,p→p̂

.

Hence, ⟨v̂⟩ is always equal to the group velocity.

• In the special case of a Bloch electron, we simply have v̂ = p̂/m as usual. But by the reasoning

above, this implies

⟨v̂⟩ = dE

dk
.

Physically, the electron can move smoothly, without abruptly colliding with the ions.

• More formally, we can show this using perturbation theory. The periodic function u(k) has an

effective Hamiltonian obtained by substituting p→ p+ ℏk in the usual Hamiltonian, so

⟨u(k)|(p+ ℏk)2

2m
+ V (x)|u(k)⟩ = E(k).

By first-order perturbation theory, this implies

dE(k)

dk
= ⟨u(k)| ℏ

m
(p+ ℏk)|u(k)⟩ = ℏ

m
⟨ψ(k)|p|ψ(k)⟩ = ℏ⟨v⟩

as desired.
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• Next, we consider the effect of an external force F on the Bloch electron, e.g. by a linear

potential. Semiclassically, assuming the electron has a well-defined position and momentum,

dE = Fvdt = F
dE

dk
dt, F =

dk

dt
.

Hence an external force acts simply on the crystal momentum.

• More formally, take the Hamiltonian

H =
p2

2m
+ V (x)− Fx

and let the state at time t = 0 be a Bloch state ψ(k0, x). Then

ψ(x, t) = exp

(
− i

ℏ

[
p2

2m
+ V (x)− Fx

]
t

)
ψ(k0, x)

Shifting x→ x+ a, we have

ψ(x+ a, t) = exp

(
− i

ℏ

[
p2

2m
+ V (x)− Fx

]
t

)
eiF ta/ℏψ(k0, x+ a)

which implies that

ψ(x+ a, t) = ei(k0+Ft/ℏ)aψ(x, t).

That is, the state remains a Bloch state, but the crystal momentum changes at rate F/ℏ, as
desired. For sufficiently strong forces, there will also be interband transitions, which invalidate

the semiclassical approximation.

• If there are no interband transitions, the semiclassical approximation yields

d⟨v⟩
dt

=
d

dt

dE

dk
=
d2E

dk2
dk

dt
= F

d2E

dk2
.

To get Newton’s second law, F = ma, we need to use an effective mass

1

m∗
=
d2E

dk2
.

The electron’s mass has been ‘renormalized’ by the crystal lattice. For nearly free electrons,

m∗ ≈ m near the bottom of the band, but at the top of a band, m∗ is negative, and in the

middle, it can be infinite!

• In three dimensions, we have a mass tensor, with elements

(M−1
∗ )ij =

1

ℏ2
∂2E

∂ki∂kj
.

• To get another characterization of the effective mass, note that

dk

dt
= m∗

d⟨v⟩
dt

.

Integrating both sides and setting ⟨v⟩ = 0 when k = 0,

k = m∗⟨v⟩.

This is to be contrasted with ⟨p⟩ = m⟨v⟩. We see that effective mass is to crystal momentum

as bare mass is to real momentum.
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• In three dimensions, we have a mass tensor, with elements

(M−1
∗ )ij =

1

ℏ2
∂2E

∂ki∂kj
.

• To summarize, the crystal momentum and effective mass are “renormalized” quantities that

include the effect of the crystal lattice. The “bare” momentum satisfies Ftot = d⟨p̂⟩/dt where
Ftot includes the external force and the effects of the lattice, while the crystal momentum

accounts for the latter automatically.

3.2 Tight Binding

We now consider the tight binding model.

• Suppose the atomic spacing in a crystal was artificially increased, so that atomic orbitals barely

overlapped. Then the electron states would look nothing like linear combinations of a few plane

waves, as in the previous section. Instead, they would be approximately linear combinations of

the atomic orbitals (LCAO), which themselves are approximately orthogonal.

• At any distance, this is not exactly true; what we are really doing is using a special trial

wavefunction to approximate the energy variationally. That is, suppose we take a variational

ansatz |ψ⟩ = ψi|i⟩ ∈ H′ for the ground state. The variational ground state is the one that

minimizes the energy ⟨ψ|H|ψ⟩, which means it obeys H ′|ψ⟩ = E|ψ⟩ where E is the lowest

eigenvalue of H ′, the Hamiltonian H restricted to H′.

• Continuing, our variational guess for the first excited state will be the state satisfying H ′|ψ⟩ =
E|ψ⟩ where E is the second lowest eigenvalue of H ′, and so on. Hence to get predictions from

a variational approach, we simply solve a Schrodinger equation as usual.

• In general, the states |i⟩ will not be orthogonal, though this doesn’t modify the validity of the

variational approximation; it just makes the computations a bit more complicated. The real

issue is that in general H will contain off-diagonal terms between states inside and outside H′.

The variational approach works when these terms are small. It may be systematically improved

by adding more atomic orbitals to H′.

• In a real solid, this approximation is good for the 1s, 2s, and 2p atomic orbitals. It also works

for partially filled d orbitals in transition metals.

• Tight binding works well when interactions between atomic orbitals are weak; this implies the

energies of the tight binding states are close to the atomic orbital energy. Hence to get a good

result, we only need to include sets of orbitals that are nearly degenerate with each other, and

can ignore others.

• For example, if we consider p orbitals, we have to consider the three degenerate p orbitals; after

guessing a Bloch wavefunction we must diagonalize a 3×3 matrix for each value of k. Similarly,

for d orbitals we have a 5×5 matrix, though in practice we must also include the outer s orbital

to get an accurate result. The resulting states are “hybridized”.
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Example. A toy example of tight binding in one dimension. Suppose we use one atomic orbital

per atom, assumed orthogonal for simplicity, and we label the states as |n⟩. Furthermore, suppose

⟨n|H|m⟩ = ϵδn,m − t(δn+1,m + δn−1,m).

This is called the tight binding chain. By translational symmetry, the eigenfunctions are

|ψ⟩ = ψn|n⟩, ψn =
e−ikna

√
N

, E(k) = ϵ− 2t cos(ka).

This gives a single, sinusoidal band whose width is determined by t. Even in this simple model, we

find nontrivial physics. For instance, at the bottom of a band the electrons have the effective mass

m∗ =
1

2ta2

In the case above, if the valence of the metal is one, then the band is half filled. Since the bottom

half of the band lies below the energy ϵ, the overall energy of the electrons is lowered by the lattice;

this is the principle behind metallic bonding.

Now suppose the metal has valence two. Then this single band is completely filled, and we

naively have an insulator, because a filled band carries no current. However, we should also account

for other bands due to other atomic orbitals. When t grows large enough, the bands will overlap

and a Fermi surface will appear, allowing conduction.

Example. In a three-dimensional crystal using a single s-orbital, labeling the states by their

positions in the lattice, splitting H = H0 + U where H0 is the Hamiltonian for a single atom, and

again assuming orthogonality for simplicity, we have

E(k) = E0 +
∑
R

⟨0|U |R⟩ eik·R.

where the sum is over the Bravais lattice. Counting only nearest neighbor overlaps,

E(k) = E +
∑
i

γi cos(ki · ai)

where the ai generate the lattice.

Example. A 2D square lattice with sp3 hybridization. We consider the s, px, py, and pz orbitals.

We again assume orthogonality and count only nearest neighbor interactions for simplicity. The

matrix elements of the variational Hamiltonian are hence given by the overlaps ⟨0|U |R⟩ as above.
By the same reasoning as before, we have

Hss = Es + Vss(e
ikxa + e−ikxa + eikya + e−ikya) = Es + 2Vss(cos kxa+ cos kya).

Taking the z direction to be out of the lattice, by similar reasoning,

Hzz = Ep + 2Vppπ(cos kxa+ cos kya).

Here, the π in Vppπ comes from the fact that the overlapping pz orbitals form π bonds. Now, the

px orbitals form σ bonds along the x axis and π bonds along the y axis, yielding

Hxx = Ep + 2Vppσ cos kxa+ 2Vppπ cos kya.
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The situation for Hyy is similar. Next, by symmetry, we have Hxy = Hxz = Hyz = 0, since positive

and negative overlapping regions cancel out. Finally, we have

Hsx = Vsp(e
ikxa − e−ikxa) = 2i sin(kxa)Vsp

where the sign flip is because the overlapping lobes on each side have opposite sign. The final

matrix element Hsy is similar. We find the states by diagonalizing the Hamiltonian. In certain

situations, the resulting solutions look like the standard sp3 hybridized orbitals from chemistry,

repeated throughout the lattice with phase factor eik·R.

Next, we introduce Wannier functions.

• Tight binding assumes a trial wavefunction of the form

ψk(r) =
∑
R

eik·Rϕ(r−R)

where ϕ is a linear combination of atomic orbitals. But in general, we have

ψk(r) =
∑
R

eik·Rw(r−R)

exactly, where w is called a Wannier function. More generally, we would have a band index n,

which we are suppressing for simplicity.

• To see this, note that since ψk = ψk+G for G in the reciprocal lattice, the inverse Fourier

transform with respect to k has support only on the direct lattice R, and we may define

ψk(r) =
∑
R

w0(r,R)eik·R.

Now we have

w0(r,R) =
1

N

∑
k

e−ik·Rψk(r) =
1

N

∑
k

ψk(r−R)

where we applied Bloch’s theorem. However, since the right-hand side is only a function of

r−R, we can simply define the Wannier functions as w(r−R) = w0(r,R).

• The Wannier functions are orthogonal, by the orthogonality of the original states,∫
drw∗

n(r−Ri)wm(r−Rj) ∝
∫
drdk1dk2 e

−ik1·R1+ik2·R2ψ∗
n,k1

(r)ψm,k2(r)

∝
∫
dk1dk2 e

−ik1·R1+ik2·R2δn,mδk1,k2

∝ δn,m

∫
dk e−ik·(Ri−Rj)

∝ δn,mδRi,Rj .

• The Wannier functions are not unique, since we may redefine the Bloch states as

ψk(r) → eiφ(k)ψk(r).

This may be used to maximize their locality. In analogy with tight binding, we would like w(r)

to be sharply peaked about r = 0.
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• By completeness, we may always write Wannier functions in terms of a linear combination of

the eigenfunctions of an atomic Hamiltonian, including all its atomic orbitals, plus a continuum

of ionized states. The tight binding method simply states that we can get a good approximation

by only using a few of the atomic orbitals.

3.3 Nearly Free Electrons

Next, we consider the opposite limit to tight binding.

• In some metals, the potential experienced by conduction electrons due to the lattice ions is

weak. Physically, this is because the lattice charges are mostly shielded by bound electrons,

and the conduction electrons cannot penetrate the shield by Pauli exclusion.

• Without the potential, the eigenstate are plane waves |k⟩. The matrix elements of the potential

in this basis are simply the Fourier components of the potential,

⟨k′|V |k⟩ = 1

L3

∫
dr ei(k−k′)·rV (r) = Vk′−k.

Then the matrix elements are zero unless k and k′ differ by a reciprocal lattice vector; it is only

these combinations of levels that are mixed by perturbation theory.

• At first order, the energy shift is

ϵ(k) = ϵ0(k) + ⟨k|V |k⟩ = ϵ0(k) + V0

which is an uninteresting constant shift that we ignore. At second order, we have

ϵ(k) = ϵ0(k) +
∑

k′=k+G

|⟨k′|V |k⟩|2

ϵ0(k)− ϵ0(k′)
.

where the sum is over all nonzero reciprocal lattice vectors G. In general, we see the energy

shift is quadratic in V , but it blows up when levels are degenerate, in which case we must use

degenerate perturbation theory. When this is done, it turns out that the energy shift is linear

in V , so we will only consider the degenerate case, as it is the leading effect.

• Consider degenerate levels that differ by a reciprocal lattice vector G. Since energy is quadratic,

|k| = |k+G|.

This is the condition for Bragg scattering, so the momenta that are most affected are the ones

that can undergo Bragg scattering, which makes physical sense.

• Geometrically, this implies k must lie on a Bragg plane, the set of points equidistant from 0

and G. But Bragg planes separate Brillouin zones, so a weak periodic potential separates the

original parabolic levels into bands, where the nth band lies in the nth Brillouin zone.

We now carry out the degenerate perturbation theory.

• Consider two nearly-degenerate levels, |k⟩ and |k′⟩ = |k+G⟩. In the subspace they span,

H =

(
ϵ0(k) V ∗

G

VG ϵ0(k+G)

)
where we used the property V−G = V ∗

G, since V is real.
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• The energies satisfy

(ϵ0(k)− E)(ϵ0(k+G)− E)− |VG|2 = 0.

If k lies precisely on a Bragg plane, we have

E± = ϵ0(k)± |VG|

so the shift is linear, as expected earlier.

• More generally, if we are near a Bragg plane, the energies are approximately E0± δ, which gives

E± = E0 ±
√
|VG|2 + δ2 ≈ E0 ± |VG| ± δ2

2|VG|

where δ ≈ (k/m)∆k. Then the dispersion relation breaks into two parabolas, opening upward

and downward, separated by 2|VG|. Moreover, at the bottom of the nth band we have

m∗ ≈
m2|VG|
(nπ/a)2

for n ̸= 0.

Example. Nearly free electrons in one dimension. The bands are created by breaking apart a

parabola into segments, and rounding off the segments with more parabolas, as shown.

There are several ways to display the results. In the extended-zone scheme, we draw each band

lying in its appropriate Brillouin zone. In the reduced-zone scheme, we translate everything to the

first Brillouin zone. In the repeated-zone scheme used above, we use the periodicity to show each

band for all k, though this is somewhat redundant.

Note that since the splittings depend on UnK , it is possible for the splitting to be zero. For

example, in the example of a cosine potential, which has only one nonzero Fourier component, only

one band splitting occurs; the rest of the dispersion relation is continuous.

Example. The situation is more complicated in higher dimensions, since we can have more than

two-fold degeneracy. For example, in a square lattice of side a, the four points (±π/a,±π/a) are
all degenerate; they are the ‘corner’ of the boundary between the first and second Brillouin zones.

Generally, we may have high-symmetry points where n Bragg planes meet, giving (n + 1)–fold

degeneracy.
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The characteristic splitting at a single Bragg plane is shown above. It distorts the Fermi surface by

lowering the energy on one side and raising the energy on the other. Note that the Fermi surface

is drawn perpendicular to the plane; this must occur if we have inversion symmetry about a plane

parallel to that plane, as in the 1D case. This often occurs, but not always.

Note. The algorithm to construct the Fermi surface is as follows:

1. Draw the free electron Fermi sphere. Remember that the volume of this sphere is half of what

one would naively think, because of the two spin states of the electron.

2. Deform it in the vicinity of every Bragg plane, as shown above.

3. Take the portion of the resulting surface lying in the nth Brillouin zone and translate it back

to the first Brillouin zone.

Example. The Brillouin zones for a two-dimensional square lattice are shown below.

For a solid of valence 2 with nearly free electrons, there will be branches of the Fermi surface for

the first and second Brillouin zones.

Note. The reasoning above is not restricted to electrons. For example, it explains why band gaps

appear in a photonic crystal. When a photon with a frequency in the gap strikes the material, it is

perfectly reflected; alternatively the transmitted light experiences perfect destructive interference.

3.4 Phonons

In this section, we consider phonons, the quantum vibrations of lattice ions in a solid. For simplicity,

we start in one dimension.

• Consider a set of ions with equilibrium positions xeqn = na. For small displacements

xn = xeqn + un

we have the equation of motion

d2un
dt2

=
κ

m
(un+1 + un−1 − 2un)
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where κ is an empirical parameter, which requires a detailed understanding of atomic physics

to calculate.

• By guessing a sinusoid un = eiωt−ikna, we find

ω = 2

√
κ

m

∣∣∣∣ sin ka2
∣∣∣∣.

For small k, we find a linear dispersion relation ω = vk with speed of sound

v = a

√
κ

m
.

One can also drive with higher ω, yielding a complex k indicating evanescent waves.

• For larger k, the solutions are periodic with period k = 2π/a, simply because two solutions

with k related by a multiple of 2π/a are exactly the same. Hence we restrict to the Brillouin

zone k ∈ [−π/a, π/a]. The group velocity vanishes at the edge of the Brillouin zone.

• Taking periodic boundary conditions for simplicity, the allowed values of k are

k =
2πn

L

where L = Na is the total length, so there are N modes, as expected.

• In the classical limit, these N modes each contribute kBT to the heat capacity. As a quantum

system, the normal modes correspond to decoupled quantum harmonic oscillator whose exci-

tations are photons. We may also take the continuum limit N → ∞ and represent the lattice

excitations with a quantum field, with

L =
ρ

2
u̇2 − λ

2
u′2.

However, using this approach we get only the linear part of the dispersion relation.

• Given the dispersion relation, we can directly compute the heat capacity. The Debye model

essentially assumes a linear dispersion relation, and hence is correct at low temperatures, while

the Einstein model assumes a constant dispersion relation.

Example. Phonons in two dimensions. Consider a triangular lattice with separation a, with

neighboring ions connected by springs of spring constant κ. As before, letting

u(x) = u0e
iωt−ik·x

we have the relation

ω2u0 =
κ

m

3∑
i=1

ai(ai · u0)(e
ik·ai + e−ik·ai − 2).

Hence, to find the frequencies, we must diagonalize the matrix

Dαβ(k) =
κ

m

3∑
i=1

aαi a
β
j sin

2 k · ai
2

, ω2u0 = Dαβu0.
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For each value of k, there are two eigenvectors, corresponding to the transverse mode (u0 ∥ k) and

longitudinal modes (u0 ⊥ k). The explicit frequencies are quite complicated.

In the continuum limit, the phonons are described by a field ui(x, t) and the most general possible

quadratic Lagrangian is

L =
1

2
(ρu̇iu̇i − 2µuijuij − λuiiujj) , uij =

1

2
(∂iuj + ∂jui)

where µ and λ are called Lame coefficients. In particular, uii cannot serve as a term since it is a

total derivative, and the quadratic combinations of the antisymmetric part of ∂iuj either vanish or

are redundant. The transverse and longitudinal phonons both have linear dispersion relations with

v2 =

{
(2µ+ λ)/ρ longitudinal,

µ/ρ transverse.

The excitations of the field are described by a wavevector and polarization vector.

Example. A one-dimensional diatomic chain. We consider a unit cell of length a containing two

masses m connected with springs κ1 and κ2. Let the displacements of these masses from equilibrium

be xn and yn. Then

mẍn = κ2(yn − xn) + κ1(yn−1 − xn), mÿn = κ1(xn+1 − yn) + κ2(xn − yn).

As usual, we guess an exponential,

xn = Axe
iωt−ikna, yn = Aye

iωt−ikna

which yields the eigenvalue equation

mω2

(
Ax

Ay

)
=

(
κ1 + κ2 −κ2 − κ1e

ika

−κ2 − κ1e
−ika κ1 + κ2

)(
Ax

Ay

)
.

The solutions for ω in terms of k are

ω± =

√
κ1 + κ2
m

± 1

m

√
(κ1 + κ2)2 − 4κ1κ2 sin

2(ka/2).

The dispersion relation now contains two branches. The lower-frequency branch contains modes

where the two ions oscillate in phase; it is called the acoustic branch since it has a linear dispersion

relation for small k. The higher-frequency branch contains modes where the ions oscillate against

each other; it is called the optical branch because it may absorb light. (More correctly, photons can

scatter inelastically by emitting acoustic branch phonons.) This is because light has the dispersion

relation ω = ck, which does not intersect the acoustic branch because vs ≪ c, but does intersect

the optical branch because it has a gap. Another way of saying this is that the light can interact

with the oscillating dipole moment formed within each unit cell.

In the limit κ1 ≫ κ2, we can view the acoustic branch as a kind of molecular vibration (between

the ions in each cell) whose spectrum is broadened by interactions between cells. In the limit

κ1 ≈ κ2, we can view the two branches as the result of a single branch (with unit cell size a/2)

which is split by a perturbation of wavenumber 2π/a.
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Example. The Peierls instability. Consider a monatomic 1D lattice with one electron per lattice

site, yielding a half-filled band. Now consider a distortion of the lattice, where atoms ‘pair up’ with

each other by moving an amount δx. The total energy cost of this motion is proportional to (δx)2.

Now consider the band structure. Since the period of the potential has been doubled from a to

2a, the lowest band splits into two, lowering the energies of the states near the new band maximum.

To compute how much, we focus on the energy shifts of states near the band edge. Without the

distortion, we have the linear dispersion relation

E0(k) ≈ µ+ νq, q = k − π

2a

Now suppose the distortion creates a band gap of ∆. Then near the band edge we have

(E0 − E)2|k=π/2a+q =
∆2

4

which breaks the linear dispersion relation into two branches. The occupied branch has

E(q) = µ−
√
ν2q2 +

∆2

4
.

The total shift in the energy of the electrons is

∆U = −2
Na

2π

∫
dk (E0(k)− E(k)) ∝

∫ Λ

0
dq

(√
ν2q2 +

∆2

4
− νq

)
where Λ is a cutoff with ∆ ≪ νΛ. Integrating and then applying the approximation, we have

∆U ∼ ∆2 log(1/∆).

Supposing that δx ∝ ∆, the energy cost of the distortion is proportional to ∆2. Then for sufficiently

small ∆, the energy savings wins out, so the lattice is unstable! This experimental effect has been

shown in one-dimensional polymer chains such as polyacetylene, which switch from conducting

to insulating as the temperature drops below ∆, by the Peierls instability forming a band gap.

Explicitly, the chains may be modeled using tight binding with alternating bond lengths; this is

known as the Su–Shrieffer–Heeger (SSH) model.

3.5 Band Degeneracy

In this section, we apply representation theory to find where Bloch bands touch.

• A crystal lattice has a space group of symmetries, realized on the Hilbert space in the usual

way. For example, a rotation R is realized by R̂|k⟩ = |Rk⟩.

• Consider a specific crystal momentum k. The little group Gk is the set of symmetry operations

that fixes k, or sends k to k+G for G in the reciprocal lattice.
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• As a result, the states |n,k⟩ for all n form a representation of Gk. If Gk is nonabelian, we can

find degenerate Bloch bands at this point.

• In the case of a symmorphic space group, we can focus on the point group P . Define the star

of k as the set of vectors Rgk for g ∈ P (up to reciprocal lattice translation). Then the size of

the little group is equal to |P | divided by the size of the star.

Example. The square lattice. The point group is the set of symmetries of the square, i.e. the

dihedral group D4. The operations include the identity, 90 degree rotations, horizontal/vertical

flips, and diagonal flips. Some of the stars are shown below.

Generic k have trivial little group. A point with kx = 0 has a four-element star and a two-element

little group. A generic point on the Brillouin zone boundary has a four-element star (since pairs of

the points shown are related by reciprocal lattice translations) and a two-element little group. As

an extreme example, the corner of the Brillouin zone (and the center) both have one-element stars

and little group D4.

The characters of the irreps of D4 are displayed below, where the multiplicities of the conjugacy

classes are shown in parentheses.

1(1) Rπ/2(2) Rπ(1) S+(2) S×(2)

Γ1 1 1 1 1 1

Γ2 1 -1 1 -1 1

Γ′
1 1 1 1 -1 -1

Γ′
2 1 -1 1 1 -1

Γ3 2 0 -2 0 0

Now, we apply our symmetry analysis to the point k = 0. In the absence of a potential, we know

that the four states e±i(2π/a)x and e±i(2π/a)y are all degenerate and have crystal momentum k = 0,

and hence they form a representation of D4. Explicitly calculating, we find

1(1) Rπ/2(2) Rπ(1) S+(2) S×(2)

D 4 0 0 2 0

Taking the inner product, we find n1 = 1, n2′ = 1, and n3 = 1, so we have a two-dimensional irrep.

Then the four-fold degeneracy turns into a two-fold degeneracy when the potential is turned on.

Example. Diamond. Looking at the diamond lattice, we see the point group is the symmetry

group of a cube, Oh, with 48 elements. (The space group is not symmorphic, and we will return to
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this point later.) The group factors as Oh = O × Z2, where O only includes proper rotations, and

the Z2 is generated by an inversion. Therefore, it suffices to look at the representations of O and

Z2 individually.

The group O has five conjugacy classes:

• 1, the identity element.

• 690◦ , the six rotations by 90 degrees.

• 3180◦ , the three rotations by 180 degrees about a face of the cube.

• 6180◦ , the six rotations by 180 degrees about an edge center.

• 8120◦ , the eight rotations by 120 degrees about a cube diagonal.

We thus have to find five irreps. We know we have the trivial representation. We can guess

another 1D representation, P , by coloring the vertices alternately white and black; then we assign

−1 to the operations that swap the colors. We know there is a 3D representation from physical

rotations of the cube, and it must be an irrep since no proper subspace is fixed. We also have the

representation 3P by multiplying by P above. This leaves a single two-dimensional irrep which we

find by orthogonality, giving the following character table.

1 690◦ 3180◦ 6180◦ 8120◦

1 1 1 1 1 1

P 1 -1 1 -1 1

2 2 0 2 0 -1

3 3 1 -1 -1 0

3P 3 -1 -1 1 0

We also know the character table of Z2, so the full character table of Oh is found by taking tensor

products of pairs of irreps, giving ten irreps in total.

We now find degeneracies along points of high symmetry. The direct lattice and reciprocal lattice

are shown below.

We are particularly interested in degeneracies along the segment X − Γ − L, where Γ is the

origin. The free-electron and actual (numerically calculated) bandstructure are shown below. The

free electron energy levels are highly degenerate; much of the degeneracy is broken by the potential,

but a fair amount remains.
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We first consider the origin Γ. Here, the little group is the entire point group Oh, and our table

above tells us we can have two-fold or three-fold degeneracy. Numerically we find the lowest-lying

irreps are 1D, 3D, and 3D, respectively. The glide-reflection doesn’t matter here, because k = 0,

and hence there is no additional phase picked up from the translation. For other points, we must

restrict to the little group, and account for this phase explicitly.
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4 Applications of Band Structure

4.1 Electrical Conduction

Now we use band theory to understand conduction in real materials.

• We always assume that electrons in a periodic potential are in superpositions of Bloch states

in a narrow window of crystal momentum k. The semiclassical approximation holds when we

may neglect the extent of this wavepacket.

• For this to hold in (crystal) momentum space, we need the total spatial extent of the wavepacket

to be much greater than the lattice spacing. For this to hold in position space, the width of the

wavepacket must be much less than the wavelength of any applied fields. If these conditions

hold, we may speak of “the” position and crystal momentum of a Bloch electron, and hence its

velocity (i.e. the group velocity), acceleration, and so on.

• The semiclassical approximation also neglects interband transitions, so Bloch electrons have a

band index n. Such transitions are negligible if

eEa≪
E2

gap

EF
, ℏωc ≪

E2
gap

EF

where ωc is the cyclotron frequency. When they are violated, we get electric and magnetic

breakdown, respectively. Additionally, we require ℏω ≪ Egap where ω is the frequency of the

applied field. Otherwise, a single photon can cause an interband transition.

• Above, we have found that individual Bloch states have a nonzero velocity, yet they are stationary

states. This implies that the conductivity of a perfect crystal is infinite.

• Using our previous results for Bloch electrons, we have the equations of motion

v =
1

ℏ
∂En(k)

∂k
, ℏk̇ = −e(E+ v ×B).

• In thermal equilibrium, the Bloch electron states have the usual Fermi distribution,

f(En(k)) =
1

e(En(k)−µ)/kBT + 1
.

We ignore the spin, which couples to the magnetic field. Thermal effects are small, so we set

T = 0 below. We drop the band index, since the occupancy of each band is fixed.

We now show filled bands do not contribute to conduction, leading to the hole picture.

• In such a band, the (r,k) phase space is filled uniformly with density 2/(2π)3. By Liouville’s

theorem, phase space density is preserved under time evolution. Therefore, external fields

cannot change the distribution at all.

• The net electric current is

j = −2e

∫
d̄kv.

However, since the integral over a primitive cell of the gradient of a periodic function is zero,

we have j = 0, so a filled band carries no current. This confirms our earlier statement that only

partially filled bands are important for conduction.
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• Intuitively, the above results seem unreasonable, since we can shift all the momenta k with a

uniform field. The resolution is that the velocity v(k) is periodic in k, and it is the velocity

distribution that remains the same.

• In one dimension, the above logic shows that
∫
v(k) dk = 0. If a single Bloch electron is pushed

by a uniform DC electric field, then the net displacement after one cycle through the Brillouin

zone is proportional to this integral, so the electron must oscillate back and forth! This is

called a Bloch oscillation. Since real metals contain a substantial amount of impurities, such

oscillations are hard to observe in practice, but they have been seen in optical lattices.

• Note that this argument doesn’t apply in more than one dimension, since the displacement is

an integral of v(k) over a path in k space, not over the entire k space. Indeed, orbits of Bloch

electrons in this context can be ‘open’, with nonzero net displacement, as we’ll see.

• Also note that a filled band carries no heat current, where

jE = 2

∫
d̄kEv ∝

∫
d̄k
∂(E2)

∂k

by a similar argument.

• Since a fully occupied band produces no current, the current may be calculated in two ways:

j = (−2e)

∫
occupied

d̄kv(k) = 2e

∫
unoccupied

d̄kv(k).

That is, we may regard the unoccupied states as the degrees of freedom; they are ‘holes’ with

positive charge. In this picture, we regard the occupied states as simply unoccupied by holes!

• To correctly compute the current due to a band, we can use the electron picture or the hole

picture, but not both, which would double count.

• Under an external field, unoccupied states behave exactly the same way as occupied states do.

This is because a field simply induces a flow in the (r,k) phase space, which doesn’t depend on

the occupancy of the states.

• Therefore hole states evolve as if they have mass m∗ and negative charge −e. But since the

right-hand side of the equation a = F/m only depends on the charge to mass ratio, holes can

also be regarded as evolving with mass −m∗ and positive charge +e. This is more convenient,

because in a nearly filled band, where the only unoccupied states are near the energy maximum,

it ensures the holes have positive mass.

• Looking at the total energy, holes have negative energy −E(k). Similarly, they have negative

crystal momentum. Since v ∝ ∂E/∂k, holes have the same velocity as electrons.

• The hole picture resolves the mystery of the sign of the Hall coefficient mentioned in the

beginning of the course: depending on the band structure, the relevant degrees of freedom

can have positive charge! We have also resolved the issue of the number of valence electrons:

electrons in filled bands can’t conduct.

• Intuitively, we expect that electrons that are more tightly bound conduct less. This is true,

because smaller hopping elements give a flatter band, and v ∝ dE/dk. Typically the greatest

contribution to conduction comes from nearly free electrons.
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Now we turn to real examples.

• A solid is a conductor if it has partially filled bands, which means that it has Fermi surfaces.

Upon application of an electric field, the Fermi surface deforms, producing a net current. In a

band insulator, there is a gap between completely filled (valence) bands and unfilled (conduction)

bands, called the band gap.

• We say a band gap is direct if the valence band maximum has the same crystal momentum as

the conduction band minimum, and indirect otherwise.

• A semiconductor is a band insulator with a band gap less than about 2 eV, so a small amount of

electrons can conduct due to thermal excitations. Notably, the conductivity of a semiconductor

increases with temperature while the conductivity of a metal decreases.

• Consider an element such as sodium with one valence electron. Then there are enough electrons

to fill precisely half a band, so we expect the solid to be a conductor.

• In more detail, we expect the 3s valence electron in sodium to be nearly free, because it is

much larger than the lower orbitals, but those orbitals control the lattice spacing. Hence 3s

electrons can’t be treated by tight binding. However, in the nearly free electron picture, bands

are always repelled apart by the potential, so we can be certain that only the lowest band plays

a role, and it is precisely half occupied.

• There are some materials with valence one that are insulators, such as nickel oxide NiO. This

occurs when there is a high energy cost for two electrons to occupy the same orbital; instead,

every valence orbital has exactly one electron, and all electrons are locked into place. Such a

system is called a Mott insulator. Seeing this effect requires accounting for electron electron

interactions and the electron spin.

• We expect that electrons that fit the nearly free electron model most conduct the best. Indeed,

the most conductive metals are silver, copper, and gold, each of which have a single valence s

electron that is very nearly free. They perform better than sodium because the s orbital is even

larger relative to the others, since the nuclear charge is very well shielded. In general, almost

all of the most conductive metals have just one or two valence s electrons.

• In the case of first row transition metals, the n = 3 orbitals determine metallic bonding, and the

3d electrons contribute to conduction. In this case, the relevant orbitals are on the same order

of the atomic spacing, and only nearest neighbor overlaps are significant; hence tight binding

is a good model.

• Now we consider the case of valence two. If these electrons are approximately free, we get a

picture like the one below, in two dimensions.
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The electrons occupy two separate bands, forming a conductor. As the periodic potential’s

strength increases, these bands move apart, so that in the limit of a strong potential the electrons

fully occupy the bottom band, forming an insulator. Usually we occupy an intermediate case

shown at right, where the solid remains a conductor. Note that the Fermi surface of the second

band consists of disconnected pieces, and we describe conduction in the first band with holes.

Note. Chemistry versus solid state. We describe sodium as having “one valence electron” which is

free to populate bands, with the rest of the electrons “locked up in chemical bonds”. But in reality,

all the electrons fundamentally behave the same way, obeying Bloch’s theorem. In sodium, with

2+ 8+ 1 electrons, the 1s, 2s, and 2p electrons may be treated by the tight binding model; they fill

extremely narrow bands far from the Fermi level and don’t contribute to conduction. That is, being

“locked up in bonds” is just the chemist’s way of saying the electrons fill up a low energy band.

One might think there still is a difference, because we imagine the 1s electrons as localized to

atoms rather than delocalized like Bloch waves. However, this is a meaningless statement, because

the state of the 1s electrons must be described by a totally antisymmetric wavefunction; no individual

electron has a well-defined state. This wavefunction is a Slater determinant of any combination of

the original 1s states, including either the localized 1s atomic orbitals or the Bloch waves. For a

nearly free electron, we would strongly prefer to use the Bloch waves because the orbitals are not

nearly energy eigenstates. But for a tightly bound 1s electron there is no disadvantage to using the

orbitals, and we do so because it’s easier to picture.

Finally, we link band structure to optical properties.

• The color of a semiconductor depends on the band gap, as only photons with greater energy

can be absorbed. Photons of visible light have energies ranging from 1.65 eV to 3.1 eV. Hence

diamond, with a large band gap, is transparent, while GaAs, Si, and Ge, with small band gaps,

are transparent. CdS has a band gap of approximately 2.6 eV, so violet and blue light are

absorbed, making the material appear red.

• For the purposes of the discussion above, it matters whether the band gap is direct or indirect.

It is more difficult to perform an indirect transition because photons have very little momentum

relative to their energy. Such processes require, e.g. a phonon to carry away some crystal

momentum, and are suppressed by a few orders of magnitude.

• Metals are more complicated; here the photons excite the electrons, which can then quickly

reemit them, leading to reflection. This makes metals look generically shiny. The “noble metals”

gold, silver, and platinum look more shiny simply because their surfaces do not form insulating

oxides when exposed to air.
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Note. Diamond and silicon are very similar; both have valence four and are semiconductors, but

diamond has a much larger band gap. In the tight binding picture, this is because the valence

electrons for diamond are 2p, while those for silicon are 3p, and higher atomic energy levels are

generally closer together. Alternatively, since the lattice ions for diamond are so much closer together,

the periodic potential experiences by the valence electrons is much stronger.

4.2 Magnetic Fields

We now consider the motion of Bloch electrons in a uniform magnetic field.

• The equations of motion, from our previous results, are

ℏk̇ = −ev ×B, v =
1

ℏ
∂E

∂k
.

Combining these equations, we immediately find that

k ·B = const, E = const.

Since Fermi surfaces are surfaces of constant energy, we see that the orbits are intersections of

Fermi surfaces and planes perpendicular to the magnetic field.

• Next, note that

B× ℏk̇ = −eB× (ṙ×B) = −eB2ṙ⊥

where r⊥ is the component perpendicular to the magnetic field. Integrating, we find

r⊥(t) = r⊥(0)−
ℏ
eB

B̂× (k(t)− k(0)).

Therefore, the shape of the orbit in real space looks identical to the shape of the orbit in

momentum space (when both are projected perpendicular to the field), but rotated and scaled

by l2B = ℏ/eB.

• Depending on the dynamics, the orbits can be ‘closed’ or ‘open’, as shown below.

At left, we see closed orbits in the nearly free electron model; at right, we see open orbits.

Electrons with very low crystal momentum move approximately in circles, as we expect.

We now investigate the period of the motion.
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• Next, note that the time required to go from k1 = k(t1) to k2 = k(t2) is

∆t =

∫ k2

k1

|dk|
|k̇|

where

|k̇| = |k̇⊥| =
eB

ℏ
|ṙ⊥| =

eB

ℏ2

∣∣∣∣ (∂E∂k
)

⊥

∣∣∣∣.
• Now consider a displaced orbit at energy E +∆E. The new path satisfies

k′ = k+

(
∂E

∂k

)
⊥
∆(k), ∆E =

(
∂E

∂k

)
⊥
∆(k).

Substituting into the integral, we have

∆t =
ℏ2

eB

1

∆E

∫ k2

k1

∆(k) |dk|.

However, this is simply the area of the strips that separates the orbits in k space!

• Therefore in general the period of an orbit is

T =
ℏ2

eB

∂A(E)

∂E

where A(E) is the area enclosed by the orbit. Here, we are imagining E changing, while k ·B
remains fixed. Geometrically, the Fermi surface grows while the plane perpendicular to the

field remains invariant.

• A little calculation shows that A is proportional to a classical action variable, so finding the

period here is just the same as the usual action-angle procedure. Experimentally, the above

result is significant since it gives us a way to directly measure the Fermi surface.

Quantizing this system is already challenging with no lattice, which gives Landau levels. For our

purposes, it suffices to use a semiclassical approximation.

• Bohr–Sommerfeld quantization states that quantum states satisfy

1

2π

∫
p · dr = ℏ(n+ γ), n ∈ Z

where γ is an arbitrary constant. This is exact in the semiclassical limit n→ ∞.

• Onsager quantization extends this to the case with a magnetic field, where

1

2π

∫
p · dr =

ℏ
2π

∫
k · dr =

ℏ2

2πeB

∫
k · (dk× B̂).

But the integral is just the area of the orbits in phase space, so we have found that the orbit

area is quantized as

An =
2πeB

ℏ
(n+ γ).
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• In the case of no lattice, this reduces to our Landau level result. To see this, note that

ωc =
2πeB

ℏ2
En+1 − En

An+1 −An
=
En+1 − En

ℏ

which shows that Landau levels are evenly spaced, by the cyclotron frequency.

• Moreover, if we perform the integral in real space, we instead find that the magnetic flux is

quantized in units of 2πℏ/e, the quantum of flux. Hence Onsager quantization implies the

states in momentum space form ‘Landau tubes’, shown below.

For nearly free electrons, the Fermi surface is the intersection of a sphere with these tubes.

• Now note that when the radius of the Fermi surface is equal to the radius of one of the tubes,

the density of states becomes very large. This enhancement occurs whenever

An =
2πeB

ℏ
(n+ γ) = Aext

where Aext is the area of the extremal Fermi surface. Therefore the oscillations happen periodi-

cally in 1/B with period

∆

(
1

B

)
=

ℏ
2πe

1

Aext
.

This variation in the density of states affects nearly all observables, so we can measure the

extremal area of the Fermi surface by varying the magnetic field.

• For example, the de Haas–van Alphen effect is a periodic variation in the magnetization, while

the Shubnikov–de Haas effect is a periodic variation in the conductivity.

4.3 Semiconductor Devices

Next, we apply band structure to the design of semiconductor devices.

• A semiconductor can be doped by adding impurities with extra electrons, called n-dopants,

or fewer electrons, called p-dopants. The result is an extrinsic semiconductor. Non-extrinsic

semiconductors are called intrinsic.

• Naively, doping simply adds extra electrons or holes that can contribute to conduction. However,

it’s worth taking a closer look. Suppose we add a single P atom to an Si lattice, yielding one

extra electron. There is now a new state where this electron is bound to the P atom.
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• In hydrogen, the energy and length scales are the Rydberg and Bohr radius

Ry =
me2

8ϵ20h
2
= 13.6 eV, a0 =

4πϵ0ℏ2

me2
= 0.5× 10−10m.

The same logic applies here, but we must replace m with the effective mass m∗, which is often

slightly smaller, and ϵ0 with ϵ0ϵr. In a typical semiconductor, ϵr ≈ 10, so the binding energies

are much smaller than the band gap. For many impurity atoms, we find an impurity band lying

just below the bottom of the conduction band.

• Similarly, for p-doping, we add holes, and find an impurity band lying just above the top of

the valence band. We will assume that the temperature is high enough to ignore the effects of

these bands, restoring the naive picture; for low temperatures the impurities instead “freeze

out”. Without freeze out, the effect of the doping is simply to change the chemical potential.

• Now consider a conduction band starting at energy Ec. Then

g(E) =
(2m∗

e)
3/2

2π2ℏ3
√
E − Ec

and the number of electrons in the conduction band is

n(T ) =

∫ ∞

Ec

g(E) dE

eβ(E−µ) + 1
.

In the limit β(E − µ) ≪ 1 where occupancies are low, the Fermi-Dirac distribution reduces to

the Maxwell distribution, so

n(T ) ≈
∫ ∞

Ec

dE g(E)e−β(E−µ) =
1

4

(
2m∗

ekBT

πℏ2

)3/2

e−β(Ec−µ).

The most important factor here is simply the intuitive exponential dependence.

• Similarly, suppose the valence band has maximum energy Ev. Then

p(T ) ≈ 1

4

(
2m∗

hkBT

πℏ2

)3/2

e−β(µ−Ev).

In particular, multiplying these equations gives the law of mass action

n(T )p(T ) =
1

2

(
kBT

πℏ2

)3

(m∗
em

∗
h)

3/2e−βEgap

where Egap is the band gap. The name is from chemistry, because this equation can also be

derived by considering equilibrium for the chemical reaction e+ hole ↔ nothing.

• For an intrinsic semiconductor, n(T ) = p(T ), which yields the equation

1 =

(
m∗

e

m∗
h

)3/2

e−β(Ev+Ec−2µ)

from which we may solve for µ. The law of mass action gives

n(T ) = p(T ) =
1√
2

(
kBT

πℏ2

)3/2

(m∗
em

∗
h)

3/4e−βEgap/2.
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• For an extrinsic semiconductor, the situation is more complicated, but for strong n/p-doping

n(T )/p(T ) is set by the doping, while the other is determined by the law of mass action.

Next, we turn to band structure engineering.

• Two common semiconductor materials are GaAs and AlAs, with direct band gaps at k = 0 of

1.4 eV and 2.7 eV respectively. One can also use a mixture of Ga and Al in AlxGa1−xAs, whose

band gap interpolates between the two, allowing the band gap to be set, e.g. to produce a laser

with a given color.

• Next, we can consider a semiconductor heterostructure, where the composition varies from

place to place. Then the band energies also vary. From the point of view of a single conduction

electron, this is equivalent to a potential equal to the bottom of the local conduction band.

For example, a thin layer of GaAs within AlGaAs creates a “quantum well”, within which

electrons can move freely in two dimensions. These materials are commonly used to build

heterostructures because their lattice constants are very close.

• A useful trick is “modulation doping”, where the n-dopants are placed outside of the quantum

well. When the extra electrons then drop into the quantum well, they see no impurities, so the

semiconductor device has low dissipation.

Now we consider the p-n junction, where a p-doped and n-doped semiconductor are placed together.

• For simplicity, suppose the semiconductors are made from the same material. The chemical

potential for an n-doped semiconductor is at the bottom of the conduction band, while it is

at the top of the valence band for a p-doped semiconductor. Hence electrons flow from the

n-doped semiconductor to the p-doped semiconductor to annihilate with holes.

• As a result, the charges of the lattice ions on both sides will not be balanced; this creates an

electric field much like a parallel plate capacitor.
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In equilibrium, the potential energy −eϕ balances the difference in chemical potential, yielding

a finite-sized depletion region.

• If one applies light to a semiconductor, electron-hole pairs can be created, but they typically

quickly reannihilate. However, if a pair if created in the depletion region, then the electric field

separates them, producing a net current flow. This is the principle behind solar cells.

• A p-n junction functions as a diode, which allows current to flow preferentially from p to n. To

understand this, we consider the current in equilibrium. There is a rightward current due to

thermal excitation of electrons in the p-doped region and holes in the n-doped region. They

require no energy to cross the depletion region, so the current is proportional to e−Egap/kBT .

• This current is balanced by a leftward current from the existing electrons in the n-doped region

and holes in the p-doped region. They must cross a potential barrier of height Egap created by

the electric field in the depletion region, so the current is proportional to e−Egap/kBT .

• Hence in equilibrium, the two currents balance. The point is that the leftward current can be

dramatically increased by an applied potential, which converts it to e−(Egap+eV )/kBT , while the

rightward current can’t. Hence we have

I = Js(T )(e
−eV/kBT − 1), Js ∼ e−Egap/kBT

where the current rises exponentially in one direction and approaches a constant in the other.

Possibly the most important application is the transistor.

• The most common type of transistor is the Metal-Oxide Semiconductor Field Effect Transistor,

or MOSFET. An n-MOSFET consists of two back-to-back p-n junctions, with contacts on

both n-doped regions and a contact on the intermediate p-doped region separated by an oxide

insulator.

• By default, little current can flow through the transistor. However, when a positive voltage is

applied to the p-doped region, it induces a negative charge on the other end of the oxide layer.
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This converts the p-doped region between the source and gate into an n-doped region, allowing

current to flow. Hence a transistor allows a large current to be controlled by a small input,

allowing amplification and digital logic.

• In terms of band structure, the applied voltage “bends” the band structure diagram, just as we

saw for a diode. Hence the current flow is exponentially sensitive to the applied voltage.

• One can also build p-MOSFETs which allow current to flow with a sufficiently negative voltage.

Typically circuit designs use a balance of the two; this is called complementary MOS (CMOS).

• Actually building transistors at the nanometer-scales used for modern CPUs is an enormous

undertaking; a nice talk on it is here.

Note. There are also low-dimensional semiconductor structures. Above, we have covered quantum

wells, where quantization effects are visible alone one dimension. But there are also quantum wires

and quantum dots, where quantization effects are visible along two and three dimensions. All of

these systems can be distinguished by their qualitatively different densities of states, which affects,

e.g. their interaction with light. Quantum dots can also be used to create states with large dipole

moments that can interact very strongly with light, making them useful tools in quantum optics.

https://www.youtube.com/watch?v=NGFhc8R_uO4
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5 Magnetism

5.1 Paramagnetism and Diamagnetism

We begin with a qualitative overview of paramagnetism and diamagnetism.

• Paramagnetism and diamagnetism can be largely understood ignoring interactions between

electrons. Generally only electrons matter for magnetism in solids, because spins have magnetic

moment µ = eℏ/2m, and the nuclei are much more massive.

• Thinking classically, paramagnetism arises from magnetic dipoles begin rotated to align with

the external field, while diamagnetism comes from Lenz’s law, with dipole moments changing

to oppose external fields. However, these classical arguments are simply incorrect; neither

paramagnetism nor diamagnetism exist outside of quantum mechanics!

• This result is called the Bohr–van Leeuwen theorem. To prove it, note that in statistical

mechanics we have µ= −∂F/∂B where F is defined in terms of

Z =

∫
drdp e−βH(r,p), H =

(p− eA)2

2m
+ V (r).

The integral is independent ofA by shifting the integration variable, and hence F is independent

of B. Hence in thermal equilibrium we must have µ= 0.

• Now one might wonder where the classical argument went wrong. In the case of paramagnetism,

the issue is that there are no classical permanent magnetic dipoles; work must be done to keep

the currents flowing. Accounting for this work, the energy of interaction between a magnetic

dipole and external field is U = 0 rather than U = −µ ·B, as magnetic fields do no work.

• In the case of classical diamagnetism, there are indeed induced current loops.

However, if we take any subset of a larger conductor, the effects of the current loops inside

the bulk are canceled by the partial current loops which straddle the edge because their area

is much larger, giving µ = 0. This occurs no matter what the boundary conditions are. For

instance, for hard wall boundary conditions, some electrons would continually bounce off the

wall, traversing a large clockwise current loop which cancels the electrons in the bulk.

• In both cases, quantum mechanics allows magnetism to exist because it provides permanent

magnetic dipoles, associated with electrons bound to atoms.
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Next, we turn to some basic atomic physics.

• The aufbau principle states that orbitals are filled starting with the lowest available energy

state. An entire shell is filled before another shell is started. The partially filled shell is called

the valence shell, and typically determines bonding properties.

• Madelung’s rule (also called the aufbau principle) states that the shells are ordered in energy

as shown below.

This is not intuitive, given the results for hydrogen, because it depends on how the electrons all

interact with each other; Madelung’s rule should be regarded as an empirical result. There are

many exceptions; for example, copper fills its 3d shell by taking an electron from the 4s shell.

• Hund’s rules deal with the spins of the electrons. Roughly speaking, they are:

1. Electrons try to align their spins.

2. Given this, electrons try to maximize their total orbital angular momentum.

3. Given both of these, the orbital and spin angular momentum align when the shell is more

than half filled, and antialign when the shell is less than half filled, so that J = |L± S|.

As an example, for filling 2p orbitals, the order is

|ℓ = 1, ↓⟩, |ℓ = 0, ↓⟩, |ℓ = −1, ↓⟩, |ℓ = −1, ↑⟩, |ℓ = 0, ↑⟩, |ℓ = 1, ↑⟩.

• Hund’s third rule results from the spin orbit coupling L · S, one of the components of atomic

fine structure. One might think there are separate behaviors for shells below and above half

filling, but the rule is that it is always energetically favorable for L and S to antialign. In the

above example, once the shell is half-filled, we have L = 0, and the next electron must be spin

up by Pauli exclusion. It takes negative ℓ to antialign with its own spin, but this means it is

aligned with the net spin. That doesn’t cost energy, because the half-shell has L = 0.

• Now we justify Hund’s first rule. Write the wavefunction as Ψ = ψposψspin. A symmetric spin

wavefunction yields an antisymmetric spatial wave function, so the electrons are further away

from each other. More quantitatively, we have

Eanti = (⟨AB| − ⟨BA|)V (|AB⟩ − |BA⟩), Esym = (⟨AB|+ ⟨BA|)V (|AB⟩+ |BA⟩)

and the difference in energies is −4Re⟨AB|V |BA⟩ < 0 where V is the Coulomb potential

between the electrons; this is called an exchange interaction because it comes from the amplitude

for exchange.
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• Hund’s first rule yields an effective spin-spin interaction S1 · S2. It is derived in more detail in

the notes on Undergraduate Physics, and it implies that filled or half-filled shells are particularly

stable. This can lead to exceptions to the aufbau principle, such as for copper, as mentioned

above. The same goes for chromium, with electron configuration 3d54s1.

• One must be careful applying Hund’s rules for molecules. For example, spins are typically

antialigned in a covalent bond, because the energy of a bonding orbital is much less that of

an antibonding orbital. The interaction effects above win out for atoms, because orbitals of

the same n are almost exactly degenerate when interactions are ignored. Hund’s rules are also

unreliable for, e.g. 3d electrons in a crystal, due to crystal field effects.

• Next we consider electrons in atoms in an external field. We have

H =
(p+ eA)2

2m
+ gµBB · σ+ V (r)

where σ is the electron spin, and e > 0. In a uniform magnetic field, we may take A = (B×r)/2,

and expanding gives

H = H0 +
e

2m
ϵijkBirjpk +

e2

2m

1

4
|B× r|2 + gµBB · σ

where H0 is the Hamiltonian for no external field, and we used ϵijkrjpk = ϵijkpkrj .

• The second term can be rewritten as (e/2m)B · (r× p), so that

H = H0 + µBB · (l+ gσ) +
e2

2m

1

4
(|B× r|)2.

The second term here is called the paramagnetic term, because it makes the magnetic moments

align with the external field, and lowers the energy, causing an attraction towards the field.

The sign is flipped from what would be intuitive, because the magnetic moments are aligned

opposite to l and σ, due to the choice e > 0.

• The final term is called the diamagnetic term, because it causes an increase in the energy of

the atom when a magnetic field is applied, causing a repulsion away from the field.

Now we consider the basic mechanisms of paramagnetism and diamagnetism.

• Generally the paramagnetic term dominates, leading to Curie/Langevin paramagnetism. In

the special case of a spin 1/2 particle with no orbital angular momentum,

Z = e−βµBB + eβµBB, µ = −∂F
∂B

= µB tanh(βµBB).

Then the susceptibility is

χ =
∂M

∂H

∣∣∣∣
H=0

=
nµ0µ

2
B

kBT

for a density n of spins. The fact that χ ∝ 1/T is called Curie’s law.

https://knzhou.github.io/notes/phy.pdf
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• Now for a general atom, summing over the electrons gives

H = µBB · (L+ gS).

As shown in the notes on Undergraduate Physics, this is equal to

H = g̃µBB · J, g̃ =
1

2
(g + 1) +

1

2
(g − 1)

S(S + 1)− L(L+ 1)

J(J + 1)

where g̃ is the Lande g-factor. This result is the weak-field limit of the Zeeman effect. The

reason that H had to be directly proportional to J is because we are dealing with a single su(2)

irrep, so all vector operators must be proportional to J.

• Hence by the same idea as before, we find

Z =
J∑

Jz=−J

e−βg̃µBBJz , χ =
nµ0(g̃µB)

2

3

J(J + 1)

kBT
.

In general, the Curie paramagnetism dominates all other effects, unless it vanishes.

• The dependence of µ on B for general spin is rather complicated, but it is simple in the limit

J → ∞, where we recover a “classical” vector-valued spin,

⟨µ⟩ =
∫ π
0 µB cos θ eµB cos θ/kBT sin θ dθ∫ π

0 eµB cos θ/kBT sin θ dθ
= µB

∫ 1
−1 xe

yx dx∫ 1
−1 e

yx dx

where we substituted x = cos θ and defined y = µBB/kBT . This gives

⟨µ⟩ = µBL(y), L(y) = coth y − 1

y

which is called the Langevin function. For general J , we instead get the Brillouin function,

⟨µ⟩ = µBBJ(y), BJ(y) =
2J + 1

2J
coth

(
2J + 1

2J
y

)
− 1

2J
coth

y

2J
, y = g̃J

µBB

kBT
.

• Larmor diamagnetism can be measured when J = 0, and the Curie paramagnetism vanishes;

this occurs when the valence shell is filled or one electron away from half-filled. Then we have

δH =
e2B2

8m
⟨x2 + y2⟩ = e2B2

12m
⟨r2⟩

where we used spherical symmetry, since J = 0. Hence we have

µ = −dE
dB

= −
(
e2

6m
⟨r2⟩

)
B, χ = −ne

2µ0⟨r2⟩
6m

.

• There is also van Vleck paramagnetism, which results from the paramagnetic term in second-

order perturbation theory; it is only visible when J = 0.

• Relatively large and anisotropic diamagnetic susceptibilities are also observed in molecules with

delocalized π electrons, such as graphite, as these electrons cover a large circular area.

https://knzhou.github.io/notes/phy.pdf
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So far we’ve only considered isolated atoms; now we turn to solids.

• We have already seen Pauli paramagnetism in Sommerfeld theory, where

χ = µ0µ
2
Bg(EF ).

As we saw earlier, this is smaller than the result for Curie paramagnetism by a factor of

kBT/EF . As a result, it does not diverge when T → 0 but instead approaches a constant. The

susceptibility is limited by the fact that almost all the electrons are buried in the Fermi sea.

• Larmor diamagnetism also applies to core electrons, giving

χ = −Zne
2µ0⟨r2⟩
6m

.

However, for conduction electrons, we must account for the Landau level structure, leading to

the Landau diamagnetism

χ = −1

3
µ0µ

2
Bg(EF )

In solids with many core electrons, Larmor diamagnetism can win out against Pauli paramag-

netism, which only affects the conduction electrons.

• Curie paramagnetism can also occur in solids for “free” spins. This occurs when we have a Mott

insulator, where Coulomb repulsion effects prevent valence electrons from hopping between

lattice sites. Then these electrons behave as if they are on isolated atoms, in the sense that the

electrons on each atom are free to flip their spins independently, yielding Curie paramagnetism.

• This picture is corrected by the effects of other atoms in the lattice, leading to a “crystal field”

splitting, which breaks the degeneracy of levels with the same n but different ℓ. In particular,

Hund’s rules may break down. These effects are most important for transition metals, where

the 3d electrons are only shielded by the 4s electrons; in contrast, for the rare earths the 4f

shell is shielded by 6s and 5p.

5.2 Ferromagnetism

Now we consider a basic model for ferromagnetism.

• Ferromagnetism is even more difficult to understand classically, because in a general situation

M is not parallel to B, so we cannot think of spins being aligned by fields from distant spins.

Nor can they be aligned by adjacent spins; the classical dipole-dipole interaction is far too weak

and doesn’t favor aligning the moments for all relative orientations.

• Instead, the spins are aligned by the exchange interaction, which, as we have seen, arises

from Pauli exclusion and electrostatic repulsion. This is responsible for their strength, since

generically magnetic forces are smaller than electric ones by (v/c)2, and the electrons in many

solids move nonrelativistically.

• We consider a toy model that considers only the spin degrees of freedom in an insulator and

the exchange interaction,

H = −1

2

∑
⟨i,j⟩

JijSi · Sj +
∑
i

gµBB · Si
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where the sum is over neighboring i and j, and every pair is counted twice. The Jij are also

defined with an extra factor of 2 in other sources. While the simple atomic exchange interaction

has Jij > 0, it may also be negative, due to the other effects we’ve seen.

• For simplicity we consider zero external field and all Jij equal,

H = −1

2

∑
⟨i,j⟩

JSi · Sj

yielding the Heisenberg model. The dynamics of the model can be found quantum mechanically

using the Heisenberg equation of motion.

• The Si above are properly quantum spin operators, but we can also take the limit of infinite

spin; in this semiclassical limit they may be treated like classical vectors.

• In a ferromagnet, J > 0 and neighboring spins align. In an antiferromagnet, J < 0 and there

is zero net magnetization, but there is still magnetic order; such a state is called a Neel state.

Classically, a Neel state simply has spins pointing in alternating directions, but in quantum

mechanics the situation is more subtle. For example, for spin 1/2, the state |↑↓↑↓ . . .⟩ is not

an eigenstate.

• Antiferromagnetism can be established by measuring the susceptibility as a function of tem-

perature. It can also be detected directly using neutron diffraction; fixing the neutron spin,

the scattering is spin-dependent, so the neutrons see a unit cell of doubled size, producing new

diffraction peaks.

• A frustrated antiferromagnet is an antiferromagnet on a lattice where the ground state cannot

“satisfy” the interaction for all pairs of spins; one example is a triangular lattice. Classically, for

a single triangle the ground state has the spins pointing 120◦ apart, and a full triangular lattice

has this pattern repeated.

• The elementary excitations in a ferromagnet are spin waves, which in the classical limit are of

the form δS = Aeiωt−ik·r and have a quadratic dispersion relation. They are typically detected

by inelastic neutron scattering, and become magnons upon quantization.

• A ferrimagnet has a unit cell with more than one variety of atom, and antiferromagnetic

ordering. Since the moments have different magnitudes, the material has a net magnetization.

Most common ferromagnets, such as magnetite (Fe3O4) are ferrimagnetic.

• The Heisenberg model has rotational symmetry, but it generically is broken by the lattice. For

example, lattice effects may yield

H = −1

2

∑
⟨i,j⟩

JSi · Sj − κ
∑
i

(Sz
i )

2.

Classically, this yields magnetization along the ±ẑ axis. One has to be careful when treating

the spins quantum mechanically; for instance for spin 1/2 we have S2
z = 1/4, so the rotational

symmetry is not broken at all. In the limit of large κ, the spin is forced to point maximally up

or down; this reduces the Heisenberg model to the 3D Ising model.
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Note. Classical spin waves in more detail. To avoid confusion we denote the classical magnetization

field by m. The Hamiltonian is

H =

∫
dr

1

2
(∇m)2 − h ·m, (∇m)2 = ∂αmi∂αmi.

The corresponding equations of motion are

dm

dt
= m× heff, heff = − ∂E

∂m
= −∇2m+ h.

To investigate excitations, we linearize about the ground state m(x, t) = m0 + δm(x, t) where m0

is parallel to h, giving the equation of motion

d(δm)

dt
= δm× h−m0 ×∇2m.

This equation has plane wave solutions with dispersion relation

ω(k) = |h|+ k2.

When h is zero, we get a Nambu-Goldstone mode as expected.

Next, we consider domain walls.

• A (Weiss) domain is a region in a ferromagnet where the spins all point in the same direction.

The formation of multiple domains is energetically favorable, because having all the spins point

in the same direction yields a macroscopic magnetic field with substantial magnetic field energy.

This energy isn’t in the Heisenberg model, because the magnetic dipole-dipole force is tiny for

individual spins, but it scales up faster than the exchange force penalty from domain walls.

• Generally, domain walls can occur whenever an order parameter space is disconnected. For

example, if we define the order parameter for an antiferromagnet to be the magnetization of

the even sites, then this parameter can flip sign at a domain wall. For antiferromagnets the

formation of domain walls is not energetically favorable, but they can still be created as defects.

• The energetics of domain walls is rather complicated, depending on the size and detailed

geometry of the sample, the strength of the interactions, and any disorder in the sample; for

example, for a polycrystalline sample the domains may correspond to crystallites. These are

small enough that they must contain a single domain, but multiple crystallites need not form a

domain since there is no domain wall cost.

• In the Ising model, spins suddenly flip over when crossing domains. But more realistically, in

the Heisenberg model, domain walls have nonzero width within which the spin rotates. They

may be classified as either Bloch or Neel walls depending on the way the spin rotates. The size

of a domain wall is determined by the ratio κ/J .

• In more detail, for a domain wall of length N , the energy per area is

δE ∼ NJS2 π2

2N2
+NκS2

which has a minimum for N ∼
√
J/κ. In real materials, often N ∼ 100.
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Example. Consider a cylinder of radius R and length L. If R≪ L, we have effectively two point

charges, with charge ±q where q ∼ R2. The magnetic field energy for each is found by integrating

E2 with a short-distance cutoff of R, giving energy q2/R ∼ R3. By adding a domain wall that

splits the cylinder in half lengthwise, the charge q can be converted to a ±q/2 dipole, which has

negligible energy in comparison. The energy cost is RL, and the ratio of energy savings to energy

cost is R2/L. Hence for large enough L, the formation of domain walls is not favorable.

On the other hand, when R≫ L we effectively have a parallel plate capacitor with energy R2L.

This energy can be almost completely eliminated by splitting the plates into regions of size L with

alternating magnetization. This has cost (L)(R2/L2)L = R2 where L is the height of the domain

walls, R2/L2 is the number of domains, and L is the perimeter of each. The ratio of energy savings

to energy cost is L, so for small enough L, the formation of domain walls is favorable.

Finally, we consider hysteresis.

• We observe experimentally that ferromagnets display hysteresis: their current magnetization

depends on their past history. When the external field is increased and then decreased, the

magnetization follows a hysteresis curve.

However, this wouldn’t make sense in a perfect crystal because the energy cost of a domain is

roughly constant; domains should continuously grow and shrink in response to applied fields.

Hysteresis only occurs when domains are constrained in some way.

• Consider a polycrystalline sample. In the limit of large κ, the magnetization of a crystallite

may point in either the ±ẑ directions, say the −ẑ direction. When an external field along ẑ is

turned on, the ẑ direction is favored, but the existing configuration is metastable. It requires a

substantial field to remove this metastability. Once the domain flips, the field can be removed

and it will remain in the ẑ state. Accounting for the different properties and environments of

all the different domains yields a smooth hysteresis curve.

• Hysteresis also occurs for single-crystal samples with disorder, because domain walls can be

“pinned” to defects, as shown below.
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Here every solid line denotes a neighboring pair of antialigned spins, and the energy cost is

lower if the domain wall passes through a defect. Hence the presence of defects can impede the

motion of domain walls, just as crystallite boundaries do, yielding hysteresis.

• Practically, hysteresis is used in magnetic disk drives. Here one wants a “hard” magnet which

maintains its magnetization well in the absence of an external field. These are manufactured

by introducing disorder to pin the domain walls.

Ferromagnetism can be understood using mean field theory.

• In Weiss mean field theory, or molecular mean field theory, one treats a single site exactly,

and approximates the effects of all other sites with an expectation. This yields an expected

magnetization for the single site, and the actual magnetization is solved by self-consistency.

• For example, we consider the ferromagnetic Ising model,

H = −1

2
J
∑
⟨i,j⟩

σiσj + gµBB
∑
j

σj .

Focusing on the Hamiltonian for a single site, and replacing the neighbors with an expectation,

Hi ∼ (−Jz⟨σ⟩+ gµBB)σi

where the coordination number z is the number of neighbors of each site.

• Therefore, we have the self-consistency equation

⟨σ⟩ = −1

2
tanh(β(gµBB − Jz⟨σ⟩)/2).

In particular, for zero external field, we have a phase transition when βJz/4 = 1.

• We may also compute the paramagnetic susceptibility. For a small field B, we may expand the

tanh linearly to find

⟨σ⟩ = −1

4

βgµBB

1− βJz/4
.

Using m = −gµB⟨σ⟩, we find the zero-field susceptibility

χ =
ρ(gµB)

2µ0/4

kB(T − Tc)
=

χCurie

1− Tc/T

which diverges for T → Tc and approaches the result for Curie paramagnetism at high T .

• For an antiferromagnet, the mean field calculation is almost identical: the spins alternate, but

this cancels the flipped sign of J , giving the same zero-field results. However, the susceptibility

is instead

χ =
χCurie

1 + Tc/T

which was the original experimental signature for antiferromagnetism.

• Mean field theory can be systematically improved by taking larger and larger “unit cells” and

performing the calculation exactly within them. This is a predecessor to modern RG techniques.
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Finally, we introduce the Hubbard model, one of the most important models in condensed matter.

• The Hubbard model is a tight binding model with hopping parameter t with a repulsive inter-

action between electrons on the same site,

Hint =
∑
i

Uni↑ni↓

which comes from Coulomb repulsion. There is a competition between this interaction, which

prefers to align the spins, and the energy of the Fermi sea, which prefers to have an equal

amount of each spin.

• We can understand this qualitatively by mean field theory. Here we will compute the kinetic

energy as if the electrons were not interacting, and compute the interaction energy by averaging.

• To handle the interaction energy, we note that

ni↑ni↓ =
1

4
(ni↑ + ni↓)

2 − 1

4
(ni↑ − ni↓)

2 ≈ 1

4
⟨ni↑ + ni↓⟩2 −

1

4
⟨ni↑ − ni↓⟩2.

For a unit cell of volume v, we haveM = (µB/v)⟨ni↓−ni↑⟩. We assume the number of electrons

is fixed, so the first term is a constant, giving

⟨Hint⟩ = −NU
4

(
Mv

µB

)2

+ const.

• Next we consider the shift in the Fermi sea. Working to lowest order, we let

EF,↑ = EF + ϵ/2, EF,↓ = EF − ϵ/2

and let the density of states per spin species per unit volume be g(EF )/2. Then

N↑ −N↓ =
g(EF )

2
ϵ, M = −g(EF )µB

2
ϵ.

The shift in the Fermi sea energy is

δE =

∫ EF+ϵ/2

EF

dE
Eg(E)

2
−
∫ EF

EF−ϵ/2
dE

Eg(E)

2
=
g(EF )

2
(ϵ/2)2 =

g(EF )

2

(
M

µBg(EF )

)2

where we used our first result.

• Combining, the energy shift per unit volume is

δEtot

V
=

(
M

µB

)2( 1

2g(EF )
− vU

4

)
which results in a nonzero magnetization if U > 2/g(EF )v, called the Stoner criterion.

• As argued earlier, if half of the states are occupied and U is large, then we get a Mott insulator in

this model. It also turns out that the Mott insulator is an antiferromagnet. This is because in the

antiferromagnetic state, the electrons can hop, while they cannot in the ferromagnetic state by

Pauli exclusion. Treating the hopping t as a perturbation, this means that the antiferromagnetic

state’s energy is pushed down at second order.
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6 Linear Response

6.1 Response Functions

We now consider how systems react to weak external influences, where the response is linear.

• Classically, a system with generalized coordinates xi(t) has the time evolution

ẍi + gi(ẋ, x) = 0.

If an external influence is added, the equation of motion becomes

ẍi + gi(ẋ, x) = Fi(t)

where the Fi(t) are controlled externally, with a pre-specified time dependence.

• As a simple example, a mass on a spring has g(ẋ, x) = γẋ + ω2
0x. Note that since friction is

present, we aren’t working with a Hamiltonian system.

• In the quantum case, the observables are Heisenberg operators Oi(t). Left alone, the Hamilto-

nian is H(O). External influences add the term

Hs(t) = ϕi(t)Oi(t)

where the ϕi(t) are sources under external control. For example, if Oi(t) = −x̂, then ϕi(t) is
the force in the x direction.

• We assume the system’s response is linear,

δ⟨Oi(t)⟩ =
∫
dt′ χij(t, t

′)ϕj(t
′)

where χij called a response function or generalized susceptibility. Classically, quantum operators

are replaced by dynamical variables, and the χij are simply Green’s functions.

• Assuming time translation invariance, we have

χij(t, t
′) = χij(t− t′).

Taking the Fourier transform,

δ⟨Oi(ω)⟩ =
∫
dt′ dt eiωtχij(t− t′)ϕj(t

′) =

∫
dt′ dt eiω(t−t′)χij(t− t′)eiωt

′
ϕj(t

′) = χij(ω)ϕj(ω).

That is, the response is local in frequency space, as we expect from a linear theory.

It is useful to consider the real and imaginary parts of the response function. We drop the i and j

indices, considering only a single source and response.

• If the source ϕ is real and O is Hermitian (so that ⟨O⟩ is real), then χ(t) must also be real.

• We decompose the Fourier transform χ(ω) into real and imaginary parts as

χ(ω) = χ′(ω) + iχ′′(ω)

where the χ′ and χ′′ functions are real. The reality condition implies that the Fourier transform

of χ(−t) is χ∗(ω).
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• Now, the imaginary part is

χ′′(ω) = − i

2
(χ(ω)− χ∗(ω)) = − i

2

∫
dt eiωt (χ(t)− χ(−t)) .

We see that the imaginary part of χ(ω), called the dissipative/reactive part or the spectral

function, comes from the part of χ(t) that is not invariant under time reversal. The spectral

function “knows about the arrow of time”, and it is odd in ω.

• The real part, also called the reactive part, is

χ′(ω) =
1

2
(χ(ω) + χ∗(ω)) =

1

2

∫
dt eiωt (χ(t) + χ(−t)) .

This part doesn’t care about the arrow of time, and it is even in ω.

• With multiple sources, the appropriate definitions of χ′ and χ′′ are the Hermitian and anti-

Hermitian parts of the matrix χij(ω),

χ′
ij(ω) =

1

2
(χij(ω) + χ∗

ji(ω)), χ′′
ij(ω) = − i

2

(
χij(ω)− χ∗

ji(ω)
)
.

• Causality is the condition

χ(t) = 0 for all t < 0.

Imposing causality is essentially choosing the causal/retarded Green’s function.

• Now consider the Fourier transform

χ(t) =

∫ ∞

−∞
d̄ω e−iωtχ(ω)

where ω is now regarded as complex. When t < 0, the right-hand side is a contour integral

which can be closed in the upper-half plane. The value of the integral is the sum of the residues

of χ(ω) inside the contour, weighted by e−iωt. However, since the integral is zero for all t < 0,

χ(ω) can have no poles in the upper-half plane. Hence causality is related to analyticity.

6.2 Kramers–Kronig

The real and imaginary parts of an analytic function are related by complex analysis.

• Let ρ(ω) be a meromorphic function (i.e. analytic except at isolated poles). Define

f(ω) =
1

iπ

∫ b

a

ρ(ω′)

ω′ − ω
dω′.

When ω ∈ [a, b], the integral diverges at ω = ω′.

• We may regularize the integral by shifting the pole to ω′ ± iϵ, or equivalently, shifting ω to

ω∓ iϵ. However, these two choices go around the pole in different directions, so their difference

picks up the residue of the pole,

f(ω + iϵ)− f(ω − iϵ)

2
= ρ(ω).

This implies that f(ω) is discontinuous across the real axis for all ω ∈ [a, b]. If ρ is everywhere

analytic, this is a branch cut.
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• The principal value of the integral comes from averaging these two possibilities,

f(ω + iϵ) + f(ω − iϵ)

2
=

1

iπ
P
∫ b

a

ρ(ω′)

ω′ − ω
dω′.

• To get some intuition, note that shifting the pole up/down gives integrands

1

ω′ − (ω ± iϵ)
=

ω′ − ω

(ω′ − ω)2 + ϵ2
± iϵ

(ω′ − ω)2 + ϵ2
.

Taking the principle value integral is equivalent to working with the average of these integrands,

and hence the real part, which is a symmetric regularization of 1/(ω′ − ω). This makes it clear

that our definition of the principal value is the same as the usual definition for real integrals,

P
∫ c

a
f(x) dx = lim

ϵ→0+

∫ b−ϵ

a
f(x) dx+

∫ c

b+ϵ
f(x) dx

where x = b is the location of a singularity. More generally, for a singular contour integral the

principal value is defined by omitting a disk about each pole.

• If we instead subtract the two integrands, we get the imaginary part, which limits to δ(ω − ω′)

as ϵ→ 0, recovering our first result.

• Note that none of the statements above required analyticity; they also apply for any sufficiently

smooth real function.

We now apply our above results to our response function χ(ω), with (a, b) → (−∞,∞). We only

demand that χ(z) falls off faster than 1/|z| at infinity.

• The fact that χ(ω) is analytic in the upper-half plane implies that f(ω − iϵ) = 0, since the

integral is a contour integral that may be closed in the upper-half plane, containing no poles.

• Combining our two main results above, we have

χ(ω) =
1

iπ
P
∫ ∞

−∞
dω′ χ(ω

′)

ω′ − ω
.

Taking the real and imaginary parts, we have the Kramers–Kronig relations

Reχ(ω) = P
∫ ∞

−∞

dω′

π

Imχ(ω′)

ω′ − ω
, Imχ(ω) = −P

∫ ∞

−∞

dω′

π

Reχ(ω′)

ω′ − ω

which relate the real and imaginary parts of the response function. If one of the two is known,

the entire response function can be found.

• Now let ρ(ω) = Imχ(ω). This is not an analytic function, so we no longer have f(ω − iϵ) = 0,

but it is smooth enough for our other results to hold. Then we have∫ ∞

−∞

dω′

iπ

Imχ(ω′)

ω − ω − iϵ
= Imχ(ω) + P

∫ ∞

−∞

dω′

iπ

Imχ(ω′)

ω′ − ω − iϵ
.

Applying a Kramers–Kronig relation, we find

χ(ω) =

∫ ∞

−∞

dω′

π

Imχ(ω′)

ω′ − ω − iϵ

which shows explicitly how the dissipative part of the response function determines everything.
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• The DC susceptibility is the response of a system to a DC field,

χ = lim
ω→0

χ(ω) =
∂⟨O⟩
∂ϕ

∣∣∣∣
ω=0

.

Using our above result, we immediately have

χ =

∫ ∞

−∞

dω′

π

Imχ(ω′)

ω′ − iϵ

Then if we know how much the system absorbs at all energies, we know its response at zero

frequency. This is an example of a “thermodynamic sum rule”.

Example. The damped harmonic oscillator. The equation of motion is

ẍ+ γẋ+ ω2
0x = F (t).

The response function is the Green’s function of the system,

x(t) =

∫ ∞

−∞
dt′ χ(t− t′)F (t′).

To find the response function, we take the Fourier transform of the above for

x(t) =

∫
d̄ωdt′ e−iω(t−t′)χ(ω)F (t′).

Applying ∂2t + γ∂t + ω2
0 to both sides, using ∂t ↔ −iω, we have

F (t) =

∫
d̄ωdt′ e−iω(t−t′)(−ω2 − iγω + ω2

0)χ(ω)F (t
′).

For this to be true, the dω integral must give a delta function, so we must have

χ(ω) =
1

ω2
0 − ω2 − iγω

on the real axis, which is extended to the complex plane in the usual way. This is the desired

response function, i.e. the retarded Green’s function.

• The susceptibility is χ(ω = 0) = 1/ω2
0. Indeed, x = F/ω2

0 as expected.

• The poles are located at

ω∗ = − iγ
2

±
√
ω2
0 − γ2/4

and these are indeed located outside the upper-half plane.

• The reactive part of the response function is

Reχ(ω) =
ω2
0 − ω2

(ω2
0 − ω2)2 + γ2ω2

.

This measures the system’s ‘in phase’ response to a given frequency; note that it is zero at

resonance since the response there is π/2 out of phase.
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• The dissipative part of the response function is

Imχ(ω) =
ωγ

(ω2
0 − ω)2 + γ2ω2

which peaks at resonance, as expected.

• In the limit γ → 0, the poles approach the real axis at ω = ±ω0, sitting just below it. The

dissipative part of the response function tends to two delta functions at ω = ±ω0.

Example. The undamped harmonic oscillator. If we carry out the same logic as before, we find

χ(ω) =
1

ω2
0 − ω2

with the time-domain response function being

χ(t) =

∫
d̄ω

e−iωt

ω2
0 − ω2

.

This integral is not well-defined, due to the divergences at ω = ±ω0, so the expression for χ(t)

is ambiguous. This is simply because we have a choice between retarded and advanced Green’s

functions. If we integrate above the poles (or equivalently push the poles downward) we get the

retarded Green’s function

χr(ω) =
1

ω2
0 − (ω + iϵ)2

=
1

ω2
0 − ω2 − 2iωϵ

.

Comparing this to our damped harmonic oscillator result, we see that in the time domain, the iϵ

adds damping to make the Green’s function go to zero at t→ ∞. The advanced Green’s function

χa(ω) =
1

ω2
0 − (ω − iϵ)2

instead has poles in the upper-half plane, and has ‘anti-damping’ to go to zero at t→ −∞. Taking

the principal value gives the average of the two, which corresponds to time-symmetric damping.

Note that in the case of finite damping, the time-domain Green’s function is unambiguous: only

the retarded Green’s function exists, since the advanced Green’s function blows up. In this case the

presence or absence of the iϵ makes no difference.

Example. We can explicitly link Imχ(ω) to energy dissipation. The dissipation rate dW/dt is

dW

dt
= F (t)ẋ(t) = F (t)

d

dt
(χ ⋆ F )(t)

where ⋆ is convolution. Fourier transforming, the time derivative becomes −iω, giving

dW

dt
=

∫
d̄ωd̄ω′ (−iω)e−i(ω+ω′)tχ(ω)F (ω)F (ω′).

Now we drive the system with a force of the form

F (t) = F0 cosΩt ↔ F (ω) = 2πF0(δ(ω − Ω) + δ(ω +Ω)).
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Note that we can’t use the common complex exponential form F0e
−iΩt because our equation isn’t

linear in F . (The exponential trick only works when everything is linear, because Re zRew ̸= Re zw.)

On a deeper level, the assumption that F was real was our starting point above, without which our

nice analytic results fail.

Plugging this in, we find

dW

dt
= −iF 2

0Ω(χ(Ω)e
−iΩt − χ(−Ω)eiΩt)(e−iΩt + eiΩt).

Taking a time average, we have

dW

dt
= −iF 2

0Ω(χ(Ω)− χ(−Ω)) = 2F 2
0Ω Imχ(Ω)

where we used the fact that Reχ(ω) is real and Imχ(ω) is odd. Then the rate of energy dissipation

is proportional to Imχ(ω), as expected.

Note. We should be more careful with the terminology above. We have really calculated the

rate at which the system absorbs energy from the driving force. This happens to be equal to the

rate at which the system dissipates energy in the steady state, where here we mean dissipation as

irreversible energy loss into the environment.

Now consider the quantum case. If we consider a small quantum system, such as a two-state

system, it doesn’t make sense to say it dissipates in the thermodynamic sense; we really mean

that it just absorbs energy. However, in condensed matter, we are often concerned with very large

(i.e. N ∼ 1023) quantum systems, so it does make sense to think about absorption as thermodynamic

dissipation. The energy gets “lost” in the many degrees of freedom in the system, and never returns

for entropic reasons.

6.3 The Kubo Formula

We now return to quantum mechanics and prove the Kubo formula.

• We work in interaction picture, so the operators Oi evolve by the undriven Hamiltonian, and

the states evolve by the external perturbation,

U(t, t0) = T exp

(
−i
∫ t

t0

Hs(t
′) dt′

)
.

We assume that in the distant past t0 → −∞ the state is ρ0, so

ρ(t) = U(t)ρ0U
−1(t), U(t) = U(t,−∞).

• To first order, the expectation of Oi in the presence of sources ϕ(t) is

⟨Oi(t)⟩|ϕ = tr ρ(t)Oi(t) = tr ρ0U
−1(t)Oi(t)U(t) ≈ tr ρ0

(
Oi(t) + i

∫ t

−∞
dt′ [Hs(t

′),Oi(t
′)]

)
.

The first term is just the expectation value of Oi in the presence of no sources, so

δ⟨Oi⟩ = i

∫ t

−∞
dt′ ⟨[Oj(t

′),Oi(t)]⟩ϕj(t′)

where the expectation value is taken with respect to ρ0.
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• Comparing this to the definition of the response function, we have the Kubo formula

χij(t− t′) = −iθ(t− t′)⟨[Oi(t),Oj(t
′)]⟩.

Equivalently, the susceptibility in frequency space is

χij(ω) = −i
∫ ∞

0
dt eiωt⟨[Oi(t),Oj(0)]⟩.

Causality is built in because we imposed boundary conditions in the past.

• We can get a bit more insight by going to spectral representation. Suppose we begin in the

thermal state ρ0 = e−βH . Then

χij(ω) = −i
∫ ∞

0
dt eiωt tr e−βH [Oi(t),Oj(0)].

To simplify this, we insert copies of the identity in the unperturbed energy eigenbasis, noting

that Oi(t) = U−1Oi(0)U where U = e−iHt. Then we have

χij(ω) = −i
∫ ∞

0
dt eiωt

∑
mn

e−Emβ
[
(Oi)mn(Oj)nme

i(Em−En)t − (Oj)mn(Oi)nme
i(En−Em)t

]
where the matrix elements are in the energy basis.

• This integral does not converge, so we add an iϵ damping, to find

χij(ω + iϵ) =
∑
mn

(Oi)mn(Oj)nm
ω + Em − En + iϵ

(e−Emβ − e−Enβ).

The response function has poles just below the real axis, as expected by causality. Each pole

in the response function adds a delta function to the dissipation, as we saw in the γ → 0 limit

of the harmonic oscillator, reflecting the fact that the system can absorb energy by performing

a transition. For a quantum field theory the poles may merge into a branch cut.

Example. Revisiting dissipation. The rate of energy absorption is

dW

dt
=

d

dt
tr ρH = tr(ρ̇H + ρḢ).

Since this is a physical observable, it may be computed in any picture, so we switch to Schrodinger

picture. Then iρ̇ = [H, ρ], so the first term is zero, and Ḣ = Oϕ̇(t), where we’re working with one

source for simplicity. Therefore

dW

dt
= tr(ρOϕ̇) = ⟨O⟩|ϕϕ̇ = (⟨O⟩|ϕ=0 + δ⟨O⟩) ϕ̇.

Taking a periodic source ϕ(t) = ϕ0 cos(Ωt) and time averaging, the first term vanishes, leaving

dW

dt
=

1

T

∫ T

0
dt

∫
dt′ χ(t− t′)ϕ(t′)ϕ̇(t).

By manipulations similar to the classical case, we find

dW

dt
= 2Ω|ϕ0|2 Imχ(Ω)

which is a nearly identical result. For a large quantum system, thermodynamics requires dW/dt ≥ 0,

so Ω Imχ(Ω) must be nonnegative. More generally, Ω Imχij(Ω) must be positive semidefinite.
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Example. The fluctuation-dissipation theorem. The simplest kind of correlation function we could

consider is the two-point correlator

Sij(t) = ⟨Oi(t)Oj(0)⟩

which roughly measures the correlation of fluctuations in Oi and Oj . As in the previous example,

we work in a thermal ensemble ρ0 = e−βH . Expanding the definition, we have

Sij(t) = tr e−βHOi(t)Oj(0) = tr e−βHOi(t)e
βHe−βHOj(0) = trOi(t+ iβ)e−βHOj(0)

where we regarded e−βH as generating time translation in imaginary time. Then

Sij(t) = Sji(−t− iβ)

where we used time-translation invariance. This result is more intuitive in Fourier space, where

Sij(ω) = Sji(−ω)eβω.

Physically, this is the statement that detailed balance holds in thermal equilibrium.

We can now use these identities to relate the two-point correlator to the imaginary part of the

response function. Starting with

χ′′
ij(t) = − i

2
(χij(t)− χji(−t))

and applying the Kubo formula and time translation invariance, we find

χ′′
ij(t) = −1

2
(Sij(t)− Sji(−t)).

Taking the Fourier transform and applying our Sij identities gives the fluctuation-dissipation theo-

rem,

χ′′
ij(ω) = −1

2
(1− e−βω)Sij(ω).

This result links fluctuations in equilibrium, captured by Sij(ω), to the dissipation rate near equi-

librium, captured by χ′′
ij(ω). The physical meaning is clearer if we invert the expression, for

Sij(ω) = −2(nB(ω) + 1)χ′′
ij(ω), nB(ω) = (eβω − 1)−1.

We see that there are two separate contributions to the fluctuations; the nB(ω) is due to thermal

effects, and the extra +1 can be thought of as due to inherently quantum fluctuations. In the

classical limit, the first term dominates, giving

Sij(ω) = −2kT

ω
χ′′
ij(ω)

which is the classical fluctuation-dissipation theorem.
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